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Flow Analysis of the Arctic Ocean (the Kara Sea and

the Barents Sea) by a Hybrid Box Model
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Abstract : The objective of this report is to discuss the characteristics of flows in the Arctic
Ocean Seas (the Kara and the Barents) in connection with marine contamination. In recent
years, research has been underway to clarify the fate of radioactive wastes dumped into the
Arctic Ocean (especially, the Kara Sea and the Barents Sea) . These sea areas are very narrow,
shallow and located close to land. To analyze the diffusion of radionuclides and carry out expo-
sure dose assessment by determining the circulation of seawater in these areas, it is necessary
to identify the flow characteristics of the seas. As the first step of research, the mechanism of
flows in the Barents Sea and the Kara Sea in the Arctic Ocean was investigated (Local modeD).
Using the observation data (water temperature and salinity) , the flow was analyzed using a
hybrid box model, taking into account river flows and density structures in the seas. The re-
sults thus obtained agreed with the observed features in many aspects.
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1. Introduction

Recently, there has been considerable inter-
est in the dumping of radioactive wastes into
the Arctic Ocean (especially, the Kara Sea and
the Barents Sea) by the former Soviet Union.
These seas are narrow, shallow and close to
land (see Fig. 1). To assess the impact of such
dumping, it is necessary to establish a safety
assessment method that permits the prediction
of not only regional but also global —scale ef-
fects.

To analyze the diffusion of radionuclides and
make an exposure dose assessment by deter-
mining the circulation of seawater in these ar-
eas, it will be necessary to identify the flow
characteristics of the seas. However, little re-
search has been conducted insofar as these sea
areas are concerned. Moreover, these seas are
largely ice — covered in winter, thus available
winter oceanographic data are limited. In this
research, the authors used existing salinity and
water temperature data and information such
as meteorological and oceanographical data
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provided by TAEA.

Representatives of both TAEA and Seven
Member states (Danish/Norwegian group, Ja-
pan, The Netherlands, The Russian Federation,
Switzerland, United Kingdom and United
States of America) were involved in the model-
ing, coordinated within the framework of the
TAEA’s International Arctic Assessment Pro-
ject (IASAP). The model and assessment exer-
cises included contributions to all the
important aspects required for radiological as-
sessment studies (WADA et al., 1997).

This paper centers on flow modeling and its
analysis, which is of major significance to as-
sessment exercises. Using these observation
data (water temperature and salinity), the wa
ter —mass characteristics of the Arctic Ocean
were examined with reference to the known
data, and the results thus obtained were com-
pared with the results of flow analysis to inves-
tigate the present condition of flows in these
sea areas.

2. Method of study
What impact will the actual dumping of ra-
dioactive waste into the Arctic Ocean have in
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Fig. 1. The Barents Sea and the Kara Sea.
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Fig. 2. Grids of the model and the number of vertical layers.

the future? As a first step to solve this ques-
tion, the authors investigate the flows in the
Barents Sea and the Kara Sea based on ob-
served water temperature and salinity distribu-
tions in these seas (local scale). Based on data
obtained by NOAA’s observations (LEVITUS,

1982), water temperature and salinity in the
range of 64°~85° N and 0°~120° E were obtained
and graphically represented at intervals of 0.1
°C and 0.1psu respectively, and were used to
examine the oceanographical characteristics of
these seas. The horizontal box size was
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Fig. 3. (1) Density distribution 0. (0-50m layer, warm weather season).
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Fig. 3. (2) Density distribution ¢, (50-100m layer, warm weather season).
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4° X 1°, and each box was vertically divided into
6 layers (0~50m, 50~100m, 100~200m, 200~
500m, 500~900m and 900~2500m).

Figure 2 shows the grids of the model and
the number of vertical layers.

3. Oceanographic description of Arctic
seawater
Density structure

Barents Sea

The Barents Sea has an area of 1.42X10%km"*
and volume of 3X10°km®. It is largely open to
the Norwegian Sea in the west and the central
Arctic basin to the north. The average depth is
230m, with a maximum depth of 500m near
Bear Island. The position of the Barents Sea be-
tween the Atlantic and Arctic Oceans gives it a
key role to play in the transport of substances.

The Norwegian Atlantic Current which is a
warm current, enters from the western side of
North Cape. Then, the current is divided into
two major branches. One flows eastward (coa-
stal current system) and the other flows into
the northern central area. Cold Arctic water
enters from the north between Spitsbergen and
Franz-Josef Land, as well as from the north be-
tween Franz-Josef Land and Novaya Zemlya
(see Fig. 1). The water circulation in the
Barents Sea is generally counter-clockwise
(HARMS, 1992).

The Barents Sea undergoes stratification in
spring and mixing in winter. This sea area is
high in biological production. Salinity is 32~35
psu.

Based on the temperature and salinity distri-
bution, density distribution maps for the lay-
ers of 0-50m and 50-100m are illustrated in
Figs. 3 (1) and (2), respectively.

The density of seawater is highest in the cen-
tral part of the Barents Sea and in the sea area
where the Atlantic water, southwest of Spits-
bergen flows north along the continental shelf,
showing o, value of about 28. In the northern-
most and southernmost parts of the Barents
Sea, the density of seawater is about 0.5 lower
in o, due to the effects of relatively light Arctic
surface—layer water and coastal water, respec-
tively.

In order to examine characteristics of water
masses in the Barents and Kara Seas, T —S

diagrams for each calculation box in Fig. 2 are

drawn in Figs. 4 (1) and (2), respectively.

Based on the T —S diagram, surface water of

the Barents Sea may be classified into four wa-

ter masses as follows:

@O The Atlantic water with higher tempera-
ture and higher salinity,

@ The Arctic surface water with lower tem-
perature and lower salinity,

® The coastal water with higher temperature
and lower salinity, and

@ The Barents Sea water mass that is mix-
ture of the Atlantic water and the Arctic
surface water.

By Fig. 4 (1) it can be recognized that the
coastal water mixes only with the Atlantic wa-
ter. The Arctic surface water first becomes
more saline and then mixed with the Atlantic
water, forming the Barents Sea water mass.

The density maps of Figs. 3 (1) and (2) corre-
spond with classification of the 4 water masses,
which are identified by the number in circle.

Kara Sea

The Kara Sea is 8.8X10°km” in area and 9.8
X 10'km® in volume. It is rather shallow; its
mean water depth is 120m. However, deep val-
leys exist, namely, the Novaya Zemlya Trough
(300~400m) east of Novaya Zemlya, and a
trough (600m) north of Novaya Zemlya. In
this sea area, there are inflows of river water
amounting to 1,500km® annually, mainly from
the Ob and Yenisey. These fresh water inflows
cause a northward flow, forming eddies which
are then branched into a northeastward —flow
ing current along the continent and a southwe-
stward — flowing current along the coast of
Novaya Zemlya.

River water inflows are conspicuous in sum-
mer, and decrease remarkably in winter. Fig-
ure 5 (IAEA,1998) shows monthly changes in
major river water runoffs. The structure of wa-
ter masses in the Kara Sea is dominated by wa-
ter inflows from the Arctic Ocean and the
Barents Sea as well as by river water inflows.

As was done for the Barents Sea, density dis-
tribution maps for each layer, based on the ver-
tical distribution map of temperature and
salinity for the Kara Sea, are shown in Figs. 3
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Fig. 4. (1) Surface T-S diagram of the Barents Sea.
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Fig. 4. (2) Surface T-S diagram of the Kara Sea.

(1) and (2). T—S diagrams were drawn also
for the Kara Sea.

Fig. 4 (2)a shows total surface T—S plot of
the Kara Sea, while Fig. 4 (2)b is an enlarged
map of the part of salinity 32.0-34.0. From
these figures, four water masses could be rec-
ognized:

A The water mass characterized by higher
temperature, derived from the Barents Sea,

A The Arctic surface water with lower tem-
perature and lower salinity,

A The Kara Sea water mass, a mixture of the
Kara Sea water and the Arctic surface water,
and

/N The coastal water with lower salinity.

These water masses of the Kara Sea are de-
noted with the number in triangle in Fig. 3 (1).
Salinity is 32psu offshore and 10psu near the
mouths of the Ob and Yenisey river, as shown
in Fig. 6.

The Barents seawater, having high density,
reaches the Kara Sea with its density reduced
as it advances eastward. The density of
seawater in the central part of the Kara Sea be-
comes about 1-1.5 lower in ¢, in comparison
with the Barents Sea.

The low —density water in the Kara Sea is
formed by Arctic surface water entering from
the north and a vast amount of fresh water en-
tering from both the Ob river and the Yenisey
river. Over the continental coast of the Kara
Sea, a front is formed with density o, falling
below 26.

Flow characteristics

LOENG et al. (1991) point out that the three
major water masses, namely, coastal water,
Atlantic water and Arctic water, are related to
ocean current systems. According to Fig. 7
(LOENG et al. 1991), which shows the distribu-
tion of water masses in the Barents Sea, corre-
spondence to the density distribution shown in
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Fig. 5. Average annual cycle of river discharge to the Kara Sea and the Barents Sea (IAEA, 1998).

Fig. 3 is good.

Freezing continues for more than half of the
year in this regions. The effect of wind on the
flow has never been calculated. GJEVIK and
STRAUME (1989) numerically calculated the
tides in the North Sea, the Norwegian, Green-
land and Barents Seas, and the Arctic Ocean.
They concluded that in these sea areas the ef-
fect of tides is small, with the exception of
coastal areas.

4. Method of flow analysis

A careful consideration must be used in the
selection of an appropriate flow analysis tech-
nique for the regions having a large inflow of
river water from the inland part, high— tem-
perature and high — salinity Atlantic water
masses from the western sea areas, low —tem-
perature and high —salinity Arctic seawater
from the north, large water depths and compli-
cated topography, as seen in the Arctic Ocean.

To analyze the concentration of radionu-
clides extending as long as several 100 years
following the flow analysis, the conservation of
mass not only in each calculation box but also
as a whole system must hold. That is to say, it
is necessary for the following equation to hold;

.BZ.C< Wipic 0ic— Wicn ic) + (river inflow) +
b,

precipitation) — (evaporation) =0

Where, iB: box number in ocean boundary,
1C: box number in calculation box, Wi, .C: ex-
change flow rate which enters from box iB to
box iC, Wi, is: exchange flow rate which enters
from box iC to box iB, pi: density of seawater
in calculation box iC, 0 density of seawater
in box ¢B,Y: sum for all groups (iB, iC) of
boundary box and calculation box.

There are two kinds of models to cope with
the flow and the dispersion of radionuclides by
advection and diffusion, namely compartment
or box models and hydrodynamic circulation
model.

Compartment or box models provide long
time, spatially averaged capabilities, and some
uncertainties remain in some key parameters.
Hydrodynamic models provide locally resolved,
short time —scale results and can only be run
for limited time—scales of the order of tens of
years. In the hydrodynamic models, the circu-
lation pattern and eddy diffusivities in the
model, by trial and error, are adjusted until the
observed temperature and salinity distribu-
tions can be generated by the model. Moreover,
there is a major shortage of quality forcing
data for hydrodynamic models applied to the
Arctic Ocean.

Temperature and salinity are tracers; they
are the easiest of all to measure; we have much
better coverage of the ocean for them than
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Fig. 6. Salinity distribution at the surface from data
for (a) winter and (b) summer.

anything else; and their immediate relation to
the density field means that they must be the
central focus of any effort to understand the
flow circulation. In this research, the method of
analysis based on the box (compartment)
model was selected because it was impossible to
clearly determine the flow driving forcing in
the sea areas concerned for the hydrodynamic
circulation model.

Flow fields can also be generated from the
observed temperature and salinity distribu-
tions in more objective ways using simplifying
assumptions about the general balance of
forces in the ocean interior. On the other hand,
the calculation of geostrophic velocity has been
used for many years in oceanography but has

always suffered from the problem of not know-
ing what depth independent (barotropic) com-
ponent of velocity needs to be added to the
baroclinic results obtained (the problem of the
“level of no motion”). Recently, methods of cal-
culating the barotropic component have been
derived (SToMMEL and ScnorT, (1977);
KILLWORTH, (1980)) and methods have been de-
veloped using generalized inverse techniques
(WunscH and Minster (1982), WunscH (1996),
EMERY and THOMASON (1998)) for calculation
the flow.

For radiological assessment purposes, the
use of inverse technique is particularly attrac-
tive because it does ensure that the model pro-
duced will give predictions which are
comparable with observed temperature and sa-
linity profiles in the ocean. The model used in
this paper is an approach for applying conser-
vation of mass with high accuracy not only in
each calculation box also over the whole sys-
tem. This model has been named a hybrid box
model, intermediate one between the box model
and the hydrodynamic model, developed by at-
tending the OECD/NEA and IAEA (TASAP)
modeling group meetings (IAEA Report 1998).
This hybrid box model has been developed to
cover the local field (Kara and Barents Seas).

5. Flow analysis by a hybrid box model

In this analysis, the flow which permits re-
production of the observed distributions of wa-
ter temperature and salinity is mathematically
calculated, to subsequently deal with the diffu-
sion of nuclides.

The balance equations of seawater, salinity
and heat volumes in each box are used to deter-
mine the exchange flow rate between boxes
(Fig. 8).

For box i, the following are the conservation
equations:

(1) Equation of conservation of seawater mass

2z Wio,— j;i W0+ X R,0;P—E; =0

. Ji
j#Fi
[ton/s] (1)

Where W;=0: exchange flow rate from box 7 to
box j [m’/s], p:: density of seawater in box /
[ton/m’], obtained by The International Equa-
tion of State of Seawater from water tempera-
ture and salinity, o,: density of river water in
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Fig. 7. Distribution of water masses in the Barents Sea (LOENG et al., 1991).
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Fig. 8. Outline of the hybrid box model.

river 7 [ton/m’]. R, inflow of river water from
river 7 to box i (m’/s). P;: precipitation into
box i [ton/s], E:: evaporation from box ¢ to the
atmosphere [ton/s].

The model was set up so that each exchange
is represented by exchange flow rates, one in
each direction. These exchange flow rates,
which by definition are assumed to be positive,
can be interpreted in terms of advection and
mixing: to a first approximation, the mixing
coefficient is the lesser of the two values and
the advection is the difference.

(2) Equation of conservation of salt
2 Wip;S;— 2 W;piSi+
jFEi JjFE

i~

2, R0/ (S/=S) =0 [ton/s] (2)

S:: salinity in box i [%o],
S’ salt in river r [%o]
(3) Equation of conservation of heat
2 Wio, T,C— 2 Wy, TC+H; = 0
[Mcal/s] (3)

T:: water temperature in box 7 [C], Hi: heat
entering from the atmosphere into box 7
[Mecal/s],

C: specific heat of seawater [cal/g °C], which
is presently set at 1.0.

Although we put the terms P;, E: in equation
(1) and the term H; in equation (3), we did not
use these terms in our calculations due to diffi-
culties in its treatment in the surface layer. It
is because the parts of these seas are largely
ice—covered year —round. Therefore, the flow
was analyzed using a hybrid box model, taking
into account river inflows and density struc-
tures in the seas.
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Table 1. Input condition of river inflow.

River River flow rates (m®/s) Water temperature (°C) Salinity (%)
Ob 2,425.0
Yenisey 18,317.0 2.65 15.0
Pechora 4,208.0

Input conditions of river inflow from the

river mouth are shown in Table 1.
Three equations are written in matrix form as;
AW=b @
Where A is the property matrix containing o,
oS and TC, W is the vector of exchange flow
rates and b is the vector of sources and sinks.

These solutions can be expressed as the sum
of a particular solution such as the least
squares solution which is determined by the
sources and sinks, and a series of null space so-
lutions which are independent of the sources
and sinks. So far, the least squares solution
was considered to be the most useful point since
it represents the flow pattern corresponding to
the minimum energy in the ocean:”

Attempts using a box model have been made
to use the observed temperature and salinity
distributions in the Atlantic Ocean to derive a
flow pattern. In conclusion, this experience
with inverse techniques on the large systems
such as this research showed that this has been
done with the solution containing both nega-
tive and positive exchange flow rates. The diffi-
culty in obtaining a positive solution by
requiring an exact fit to the observed data is
probably due to the existence of temperature
and salinity gradients within the model that
can only be sustained by a negative exchange
flow rate. If these gradients can be removed by
revising the original temperature and salinity
distributions, then both a positive solution and
a good fit to data my be possible.

In this model, the number of exchange flow
rates, n, is less than that of equations, m, and
solutions of such a problem are easily obtained
either by general inverse matrix or by nonlin-
ear programming method without constraints.

“UThis technique is frequently employed for solving
problems to obtain a fluid movement of which the
total energy is restrained to be minimal, where an
indefinite number of solutions can exist.

However, some of exchange flow rate values
thus obtained could be negative, which makes
difficult to interpret the solutions as physical
phenomena.

The difficulty in finding a solution was that
the exchange flow rate must be non-negative
(positive or 0) owing to the nature of the
model. Therefore, one cannot use a simple lin-
ear equation or general inverse matrix repre-
sentation and has to rely on a non-linear
programming method with constraint (non-
negative condition). That is to say, one does
not require equations (1) to (3) to hold strictly
and permits some minimizing errors.

In order to overcome this difficulty, non-
negativity constraint was set for the exchange
flow rate, W, (W,=0) and an efficient program
was developed based on solution algorithm by
mathematical formulation using a non-linear
programming. This method is identical with
solving a quadratic programming problem so
as to minimize the objective function under the
condition of non-negative exchange flow rate.
That i1s,

Objective function (square of residual
norm): ||AW—b || *>min., and
Constraint: W=0 (5)

Where A: mXn matrix of coefficients, deter-
mined by observation data,
b: m—dimension constant vector de-

termined by boundary conditions,
W: n-dimensional vector of exchange
flow rates,
[ I Euclidean norm,
m: number of conservation equa-
tions, and
n: number of exchange flow rates.
If the non-linear programming method with
constraint is used, a solution can be obtained
and the exchange flow rate thus obtained is
non-negative, and errors in equations (1) to
(3) are minimum.
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e = X { a:(the left side of the equation of
conservation of mass (1) in box 1)*
+ B, (the left side of the equation of
conservation of salt (2) in box i)*
+ 7, (the left side of the equation of
conservation of heat (3) in box 1)% (6)

Then, e is a function of the exchange flow
rates Wi, Wis,... and is the sum of squares of
error in the conservation equations.

Exchange flow rates Wi, Wis,... may be ob-
tained under the non-negative condition Wi.,
Wis,...> 0 to minimize the error function e = e
(Wi, Wis,...). This problem is usually called
NNLS (Non-Negative Least Squares). Of the
three equations of conservation, the unit of the
first two equations is [tons/s], and that of the
last equation is [Mcal/s].

Adjustment is, therefore, necessary when
considering the weight of the three equations.
For this adjustment, @, 8: and 7, are set as
weight constants (a,=10°, 8,=10", 7,=1.0).
The values of a1, B:1and 7.above were decided
by taking into consideration the agreement be-
tween results of current analysis and observa-
tion data of the Pacific Ocean and Tokyo Bay.
For solution procedures to obtain the exchange
flow rate, W, see Appendix I. Refer to LAWSON
and HANSEN (1995) for more details.

Model validation is important. A comparison
was made between literature values of water
fluxes in the Arctic Ocean and values obtained
from the hybrid box models. The validation
process for the hybrid model has been severely
restricted by the lack of appropriate flow data
particularly within the Arctic area.

In the past, flow analyses were conducted in
Tokyo Bay under the same input condition
such as heat budget process, inflow rate of
river waters, temperature and salinity distri-
butions, using both the hybrid box model and
3D hydrodynamic model, thus confirming that
there is no major difference in the results of
flow circulation pattern obtained by both mod-
els (WADA et al., 1996).

On the other hand, the study was conducted
focusing the Sea of Japan using the hybrid box
model to elucidate the seasonal flow character-
istics under the input conditions like inflow of
Tsushima Warm Current, temperature and sa-
linity data, heat budget process and inflow of

river water from the inland area (TAKAHASHI
and WADA, 1999).

The seasonal strengths of the Nearshore
Branch of the Tsushima Warm Current, the
East Korean Warm Current and the Liman
Current were reproduced in the model. The hy-
brid box model was applied to the safety
evaluation in a hypothetical submergence acci-
dent onto the seabed in the Pacific Ocean.
Agreement was found to be good by compari-
son of the results of current analysis and the
existing knowledge on the ocean currents
(WATABE ef al, 1996).

6. Results of flow analysis in the local field

Based on the flow velocities obtained from
exchange flows in the hybrid box model, parti-
cles from each box and river mouth in the Arc-
tic Ocean were tracked and the movement of
seawater particles was studied. Particle track-
ing method is described in Appendix II.

Estimation of Errors

As we search for flows which reproduce the
distribution of salinity and temperature in
each box, errors in salinity and heat amount
can be neglected. As for flow, we calculated er-
ror of the conservation equation of seawater
for each box. Errors of flow were evaluated
both by the absolute error which is the differ-
ence of in and outflows and the relative error
which is the difference divided by the inflow.

Table 2 shows coordinate in which the maxi-
mum error occurs (see Fig. 2), residual errors
by the least square method, and the maximum
value of relative error (residue/inflow) and co-
ordinates.

Barents Sea

According to the results of tracking (Fig. 9
(1), see Appendix II), the Atlantic water which
enters the Barents Sea along the Norwegian
Peninsula circulates counterclockwise in the
Barents Sea. This flow is in agreement with
previously known data (see Figs. 10 (1) and
(2)).

The results of tracking shown in Fig.9 (2) in-
dicate that the Norwegian Atlantic current
flows in from the west to the north cape. It di-
vides into two main branches. One which flows
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Table 2. Errors of conservation equation of seawater,
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eastward, and another which flows north.

Cold Arctic water enters from the east to the
west between Franz-Josef Land and Novaya-
Zemlya (Fig. 9 (2)), and from the north be-
tween Spitsbergen and Franz-Josef Land
shown in Fig. 9 (1). The water circulation in
the Barents Sea is generally anticlockwise
judging from Figs. 9 and 10.

The current flowing southwestward at the
south of Franz-Josef Land divides into two
branches at the north of Sentralbanken, one of
them being shown to flow southwardly toward
Sentralbanken (LOENG, 1989). According to re-
cent observations, however, this flow branch is
considered to be rather minor (TANTSJURA,
1959).

As is shown in Fig. 9 (2), water particles
enterting from the central part of Atlantic
Ocean are recognized to become gyre currents
near the front shown in Fig. 10 (2).

Beween Spitsbergen and Franz-Josef Land,
there exist path lines both flowing into and
flowing out of the Arctic waters (Fig. 9 (1) and
@).

Kara Sea
Fig. 11 shows schematic flow pattern in the
Kara Sea (PAVLOV et al., 1995). The northern

sea area has a current which enters from the
central Arctic Ocean along trenches of 80 to
125m deep and current which flows into the
Barents Sea between Franz-Josef Land and
Novaya Zemlya. The inflow from the central
Arctic Sea to the Kara Sea in the second layer
(50~100m) and third layer (100~200m) were
reproduced successfully by tracking.

The western Kara Sea has the Novozeme-
Iskaya Current which flows from northeast to
southwest along the east coast of Novaya
Zemlya. The results of tracking are shown in
Fig. 9 (3). This figure clearly shows that parti-
cles advance southward along the east coast of
Novaya Zemlya.

The currents flowing north from the river
mouths can be observed clearly.

Results and discussion

The results of flow analysis were compared
with the migration routes of cod (Haddock and
Barents Sea cod) to examine the reproducibil-
ity of the results. It is generally considered
that Haddock cods live in 4 to 10°C water. The
sea areas which meet these conditions in the
Barents Sea are the coastal area and the Atlan-
tic water mass, with high water temperatures.
The migration routes observed are shown in
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Fig. 12.

The migration routes of Haddock and Bar-
ents Sea cod were compared with the results of
flow analysis by the hybrid box model (Fig. 9
(1)). High similarity is recognized. In particu-
lar, the route of cods entering the Barents Sea
from along the coast of Norway and migrating
along the continent agrees with the tracking
result. Possibly, Haddock and Barents Sea cod
migrate along the Norcup Ocean Current, the
Mullman Coastal Current, or the Mullman
ocean current. Comparison of the model’s cur-
rent field with the observed surface velocity
map indicate that the basic circulation pattern
in the Barents Sea and the Kara Sea is captured
by the model.

We also calculated the surface dynamic
height from the density field and compare the
result with that obtained by the particle tracks
shown in Figs. 9 (1), (2) and (3). The
geostrophic calculation method assumes that
there is a level or depth of no motion. Level of
no motion may be assumed if the currents have
been measured at some depths by current me-
ters. As we have obtained the density field
from water temperature and salinity data, we
calculate the flow pattern from the surface dy-
namic heights.

Figure 13 shows the dynamic topography at
the surface layer (25m deep) of the Barents and
Kara Seas in which the level of no motion is as-
sumed to be 756m deep.
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(TANTSJURA, 1959).

Following characteristics of the streamlines
can be noticed:
* There exists a current which flows from
east to west along the coast of the Barents
Sea.
* The current turns anti-clockwise in the
eastern part of the Barents Sea and flows
westerly in the north of Spitzbergen Island.
* In the area between Spitzbergen Island and
Novaya Zemlya, there exists a region of anti-
clockwise circulation.

* In the Kara Sea, the coastal current be-
comes easterly under the influence of the
westerly current along the coast of the Bar-
ents Sea. Consequently, a large-scale anti-
clockwise circulation becomes noticeable in
the region comprising the Barents and Kara
Seas.

When Fig. 12 and Fig. 9 (1) and (2), which

show results of the particle track, are com-
pared, the anti—clockwise current in the Bar-
ents Sea is similar in the both cases, although
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Fig. 12. Routes of the eastward migration of cods in
the Barents Sea (MasLov, 1944).
—— Migrations of mature cod
---------------- » Migrations of immature cod

Fig. 11. Schematic flow pattern in the Kara Sea
(PavLov et al., 1995).
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the anti — clockwise circulation with a small flow rate in such a way that the inter —box in-

scale at the center of the Barents Sea can not be put and output of salinity, heat and seawater
seen in the hybrid box model result. volume was balanced, and as a result,

1) Flows in the Barents Sea are affected by in-

7. Conclusions flows from the neighboring seas (North

Flow analysis was conducted by using obser- Atlantic Ocean, Arctic Ocean). Inflow of

vation data (water temperature, salinity) and river water from the Ob, Yenisey, etc. has

applying a method for obtaining the exchange the largest effect on changes in flows in the
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Kara Sea.

2) Flows obtained with the hybrid box model
agree with flows based on observed data.
For the deep layers, it will be necessary to
carry out further studies on the reproduci-
bility of flows because only a small amount
of Arctic deep data are available.

3) The tracking of particles was performed
with respect to calculated flows. This en-
abled to obtain a three —dimensional move-
ment of particles with reproducibility of
high accuracy.

4) Good agreement is with migration routes
of cod.
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Appendix I
Solving method for the hybrid box model
Solution of obtaining the exchange flow
rates by means of a compartment model is
identical with solving a quadratic program-
ming problem so as to minimize the objective
function under the condition of non-negativity
of exchange flow rate, W. That is,
Objective function (square of residual
norm): ||[AW—>b|?% and Constraint:W
>0,
where A: m n matrix of coefficients, deter-
mined by observation data,
b: m-dimension constant vector de-
termined by boundary conditions,
W: n-dimension vector of exchange

flow rates,

| « Il: Euclidean norm,

m: number of conservation equa-
tions, and

n: number of exchange flow rates.
Mathematically, this problem is called con-
vex quadratic programming problem or NNLS

(Non Negative Least Squares).

Solution processes

Algorithm of the active set method is prem-
ised on three points as follows:

1) When all of exchange flow rates are 0, it
satisfies the equations and constraint,

2) Solution of quadratic programming prob-
lem without constraint can be obtained by
the usual least squares method, and

3) Criteria of optimum solution are given by
the Kuhn —Tucker’s condition that is usu-
ally applied in quadratic programming
method.

Outline of the algorithm for obtaining opti-
mum solution is summarized as follows:

@ First, let all elements of exchange flow rate
be 0, and select an element Wq that leads to
the optimum solution most closely;

@ Solve the quadratic programming problem
without constraint, and correct the result-
ing solution so as to fulfill the non-
negativity restraint;

® Using the corrected solution, solve again

quadratic programming problem without
constraint, and correct solution that does
not satisfy the non-negativity constraint;
and

@ When the non-negativity constraint is ful-
filled, select another element of exchange
flow rate that has been set to be 0, and re-
peat the procedures above, thus decreasing
one by one the number of elements set to
be 0, until the optimum solution is reached.

Appendix II
Particle Tracking Method in Arctic Sea Box
Model
1. Particle Tracking Method Particle track-
ing is defined here as positioning of a par-
ticle from a given initial position in a given
flow field after an arbitrary time elapsed.
Equations representing a particle tracking
movement in the spherical coordinates are:

j=—t
7 COS @

5 — v

7

7= 1w,

where u: longitudinal flow rate component
(m/s), v: latitudinal flow rate component
(m/s), and w: vertical flow rate component,
each being function of:longitude,: latitude, and
r: vertical coordinate (distance from the
geocenter, respectively. The mark “ ¢ ” denotes
the temporal differential.
One of the typical solutions for such equations
is the (explicit) Eulerian solution, At being the
time interval:
= Aumu(l:, @, :”)
7" cos ¢

(pn+1 _ (pn+A[U(3~n, ;/;n, r")
=t At (2, @, ™) (ATl - 2)
in which the position at time n At is approxi-
mated as (An, on, ) =(1 WA, ¢ (nALD, r
(nAb).
In solving the Eq. (Al ¢+ 2) using a com-
puter, we must decide the flow field
WO 9D VD
r" cos ¢ r
Since the flow field given by Arctic Sea Box
Model is defined only at discrete positions,
flow field at an arbitrary position needs to be
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obtained by interpolation.

2. Interpolation of Flow Rate
Processes in the particle tracking program

“stm. f” are as follows:

1) Dimensions of the left-and right-hand
members of Eq. (ATl « 1) are matched,
that is to say, the flow field (u, v, w) is
transformed into the flow field (u, v, w):

u
rcos¢o’

A=u u=

¢:v,v:7

2)

F=0, w=w, (ALl «3)
in which the dimension of flow rate in the
longitude latitudinal equations is angle per
unit time.

Obtain the flow field (&, v, w) at an arbi-
trary position by means of multilinear in-
terpolation (three — dimensional bilinear
interpolation; see appendix “Basis of Inter-
polation”).
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Analysis of Seawater Circulation in the Whole Region of

the Arctic Ocean

Akira WADA ™, Tairyu TAKANO™ " and Minoru OCHIAI"

Abstract : Research has been underway to clarify a situation resulting from the dumping of
nuclear submarines into the local area (the Barents Sea and the Kara Sea) of the Arctic Ocean
by the former Soviet Union. As the first step of research, the flow analysis in the local area
(the Barents Sea and the Kara Sea) in the Arctic Ocean was studied. Using the observed data
of water temperature and salinity, the flow was analyzed using a hybrid box model. The results
obtained agreed with the observed features in many aspects (Wapa and OcHrar, 2004). As the
second step of research, the entire Arctic Ocean was studied (Regional model). A numerical hy-
brid box model was developed. The results obtained agreed with the observed features in many
respects. Especially, stream flows in the Norwegian Sea, Barents Sea and Kara Sea showed
fairly realistic features. The flow field in the surface layer in the central Arctic Ocean agreed
with that in previously known data. In the intermediate and deep layers, there was a stream
flow that agreed with the known cyclonic circulation. East of Greenland, a stream flow equiva-
lent to the East Greenland Current was recognized.

Keywords : Arctic Ocean, Flow analysis, Hybrid box model, Regional model

1. Introduction

The Arctic Ocean receives warm and saline
water from the Atlantic, while cold and fresh
water exits the Arctic Ocean with East Green-
land Current. The warm inflow of Atlantic wa-
ter gives the major oceanic heat input for the
Arctic Ocean. It influences the sea ice distribu-
tion and thickness. The saline water inflow in-
fluences the stratification and mixing
processes in the interior of the Arctic Ocean.
North Atlantic water enters the Arctic Ocean
through two main pathways. Part of the At-
lantic inflow takes a route through the Barents
Sea. The remainder of the Atlantic water en-
ters through Fram Straight as the West
Spitzbergen Current (GERDES & SCHAUER,
1997).

The most important connection of the Arctic
Ocean with the rest of the World Ocean is

“Nihon University, College of Industrial Technol-
ogy 1-2-1, Izumi, Narashino, Chiba 275-8575,
Japan

“"Laboratory of Aquatic Science Consultant Coorpo-
ration Kami-Tkedai 1-14-1, Ota-ku, Tokyo 145—
0064, Japan

through the 2600m deep Fram Strait between

Greenland and Svalbard. Shallower openings in

the land belting the Arctic Ocean connect it to

the Pacific and to the Atlantic through the Ber-
ing Strait and the Canada Archipelago, respec-

tively (Figs. 1 and 2).

The Arctic Ocean has an area of 9.2 10°km®
with a volume of 1.7X10km® and it is semi-
enclosed by land. Part of it is as deep as 4,000m.
There are three major water masses, as de-
scribed below. (IAEA report TASAP-7, 1998,
COACHMAN and AAGAARD, 1981)

1. Arctic surface-layer water: This water
mass exists up to a depth of 200m from the
surface, and both temperature and salinity
undergo remarkable changes depending on
the ice cover.

ii. Atlantic water: The warm and salty Atlan-
tic layer extends below the pycnocline
down to depths of 800-900m and is charac-
terized by a mid-depth temperature maxi-
mum ranging between 0.5°C and 4°C, and
salinity is around 35 psu. This water mass
is generated from the North Atlantic wa-
ters inflowing through the Fram Strait
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Fig. 1. Basins of the Arctic Ocean (Smith and Grebmeier, 1990).

and over the Barents and Kara Sea shelves.
iii. Arctic deep-layer water: This water mass,
extending below the Atlantic layer to the
bottom of the ocean, has relatively high
and uniform salinity (34.93 to 34.99 psu)
and temperature (—0.8°C—0.4°C).
The water of the Arctic Ocean is balanced by
flows which pass through the Bering Strait
and the Norwegian Sea, by precipitation and

river run off and by outflow to the Barents and
Greenland Seas and through the Canadian Arc-
tic archipelago. The relative contributions of
the thermohaline and wind-driven circulation
to the Arctic flow are not yet clear.

The idea of “thermohaline” circulation as-
sumed that water exchange between the Arctic
Ocean and the Greenland and Norwegian Seas
was caused by differences in water temperature
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and salinity between these basins. This idea is
believed that the Arctic Ocean circulation was
mainly thermohaline driven.

In contrast to the “thermohaline” idea, some
scientists insisted that the inflow of Atlantic
water into the Arctic Basin was caused by
wind-forced outflow of surface water to the
Greenland Sea. A series of 2-D numerical model
results showed that wind were the major factor
driving the Arctic Ocean circulation. Recently,
3-D coupled ice-ocean models were presented by
some researchers. All of these models were di-
rected to developing new models and describing
better observed features of water and ice dy-
namics. WALSH and CHAPMAN (1996), SERREZE
et al. (1992) and other scientists showed that
the sea ice drift was done by the action of the
atmosphere.

On the other hand, HoLLAND et al. (1996)
demonstrated that buoyancy forcing is critical
to maintain the mixed-layer circulation. It is
considered that both thermohaline and wind-
driven forcing are important to the Arctic
Ocean’s  circulation  (PROSHUTINSKY  and
JOHNSON, 1997). At the present stage, there is
insufficient information for clearly separating
the roles of atmospheric and thermohaline
forcing in the Arctic Ocean.

The purpose of this study consists in analyz-
ing flow characteristics of the whole area of
Arctic Sea, in order to evaluate environmental
effects of dumping radioactive wastes in this
sea. For analyzing diffusion of radionuclides in
the sea and for evaluating radiation exposure
dosage of the inhabitants, it is necessary to
know water circulation of the sea area. As the
first step of the study, we conducted flow
analysis employing the hybrid box model, by
dividing specified areas of Barents Sea and
Kara Sea into boxes of 4° by 1° horizontally
and 6 layers vertically. Obtained results of the
analyses proved to be in good agreement with
established flow patterns so far reported
(Wapa and OcHiAL 2004). In the second stage
of the study, we took the whole region of Arctic
Sea as an object area, dividing into horizontal
boxes as shown in Fig. 2 and 5 layers in the ver-
tical direction. We adopted the hybrid box
model as used in the first step. The model used
in this paper is an approach for applying

conservation of mass with high accuracy not
only in each calculation box but also over the
whole system. This model is named a hybrid
box model, intermediate between the box model
and the hydrodynamic model. The method de-
veloped in this report has been developed to
cover the regional field (Arctic Ocean).

2. Method of analysis

In this research, the method of analysis
based on the box (compartment) model was
used. The objective of this model is to deter-
mine a exchange flow rate that can reproduce
the water temperature and salinity observed in
each box by creating the equations of preserva-
tion for seawater, salinity and heat balance for
every box. As the second step following the
first step of research, the entire Arctic Ocean
was studied, using horizontal boxes of 222 X 222
km which varied with locations on the spherical
coordinate system, which were divided verti-
cally into 5 layers (0-50m, 50-100m, 100-200m,
200-500m and 500-4250m). (Regional model,
Fig. 2)

The upper 4 layers in both models (the first
and the second steps) have the same layer
thickness. The annual mean horizontal and ver-
tical exchange flow rates in a total of 892 com-
partments were calculated to examine the
movement of seawater.

Data used are:

(1) Water temperature and salinity

The data shown in the Climatological Atlas
of the World Ocean (Levitus, 1982) relate to
annual mean and seasonal mean fields. Of these
data, flow analyses were conducted using the
annual mean field. It is because flow calcula-
tions used in assessing exposure dose rates are
based on the results of flow calculations using
annual mean data from the viewpoint of the
character of assessment.

(2) Topography

Topography is based on the ETOPOS Data
(NOAA, 1988) which are given in 5’grids.

(3) River flow rate (See Fig. 2)

From the mean flow curves shown in the
monthly continental flow data (PAvLOV et al.,
1993), months corresponding to the seasonal
classification of water temperature and salin-
ity are taken out and integrated.
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Fig. 2. Division of grids, the number of layers and river inflow positions in the Arctic Ocean.

3. Results of flow analysis in the whole Arctic Fig. 3 shows well-known observed flow pat-
Ocean terns in the Arctic Ocean (PICKARD and EMERY,
Let us now compare the results of flow 1990). The circulation of the surface waters of

analyses in the Arctic Ocean with available the Arctic Ocean is increasingly well under-

data (mainly surface flows). stood based on studies of sea-ice drift. The
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Fig. 4. Surface currents in the Arctic Ocean (0,/1200
dbar) based on COACHMAN and AAGAARD (1974).

prominent long-term features of the Arctic ice
drift are the anticyclonic Beaufort Gyre occu-
pying most of the Canadian Basin and the
Transpolar Drift Stream flowing from the pole
toward Fram Strait (Figs. 3 and 4). Here, the
authors examine the velocity field at different
depths in the model.

Results are shown in Figs. 5 through Figs. 6
(1), (2) and (3). Fig. 5 shows five lines illus-
trating the vertical behavior of water particles.
Figs. 6 (1), (2) and (3) show horizontal veloc-
ity vectors in each layer. Fig. 7 shows sche-
matic diagram of flows in the vertical direction
along five lines shown in Fig. 5.

(1) Norwegian Sea and Greenland Sea

Fig.8 shows schematic of mean ocean circula-
tion in the Fram Strait portion of the Green-
land Sea (MUENCH et al., 1992, WALKER et al.,
1995). Two main currents exchange water be-
tween the Arctic and the outer ocean through
Fram Strait. The west Spitzbergen Current
(WSC) is a northward-flowing extension of the
Norwegian-Atlantic current. It flows through
Fram Strait off the west coast of Spitzbergen,
carrying warm, relatively salty water into the
Arctic Ocean. The East Greenland Current
(EGC), which lies west of the East Greenland
Polar Front, is the main current out of the Arc-
tic Ocean.

The Fram Strait region appears to be a

region of pronounced recirculation of Atlantic
water, much of it joining the southward-
moving East Greenland Current to flow-back
into Greenland (MUENCH et al., 1992, WALKER
et al., 1995, GASCARD et al., 1995)

According to the results of tracking (WADA
and OcHial, 2004), shown in Figs. 6 (1), (2),
(3) and 9, it is illustrated that a seawater parti-
cle in the Norwegian Sea (in the first layer) en-
ters the Barents Sea, where it circulates
anticlockwise, and that it submerges to the sec-
ond layer in the south of Spitzbergen. Then the
particle goes northward in the West
Spitzbergen Current (WSC), and turns to the
south by the East Greenland Current (EGC)
flowing southward. The particle flows further
toward the North Atlantic Ocean, moving to
the third layer. These behaviors of seawater
particle agree with the observed data (WaDA
and OcHial, 2004, HUNKINS, 1990).

In Fig. 10, a seawater particle deposited at
the surface near the North Pole moves to the
second layer as it passes between Franz-Josef
Land and Novaya Zemlya Island, and abruptly
turns toward the west. As in the case of Fig. 7,
it then moves to the third layer and flows
southward.

Vertical movements of water particles occur
mainly between the first and third layers. Line
(1-1") in Fig. 7 clarifies the behavior of
seawater particles in the vertical direction.

—1In the second and third layers (50-200m
deep), the water mass which has come up
north from the southern Norwegian Sea
and part of the water mass which has come
out of the Barents Sea pass through the
circulating current zone and enter the Arc-
tic Ocean from west of Spitzbergen (Figs.
6 (2) and (3)).

—The North Atlantic water settles in the cir-
culating current zone southwest of Spitz-
bergen and enters the Arctic Ocean
through the middle and deep layers as
shown in Figs. 6 (1), (2), Fig.7 and Fig. 9,
thus agreeing closely with the observed
data as shown in Fig. 8.

—Circulation in the Fram Strait is repre-
sented schematically in Fig. 8 which are de-
scribed by GASCARD et al (1995),
HUNKINS (1990), PAQUETTE et al. (1985),
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Fig. 7. Schematic diagram of vertical flows in the Arctic Ocean.
based on measurement. The model results Strait is driven by a mean sea level slope of
shown in Figs. 6 (1), (2) and Fig. 9 resem- order 107 down toward the north, due to
bles the situation of Fig. 8. an effect related to the lower density of the
—The results of analysis given above con- Pacific relative to the Atlantic.
firm our assumption that density differ- (3) Barents Sea and Kara Sea (Figs. 6 (1), (2)
ences between the fresher Arctic Ocean and and 9)
the more saline Atlantic Ocean waters are —In the Barents Sea, the water mass which
considered to be the primary driving force. has come out of the Norwegian Sea joins
(2) Bering Strait exchange (Figs. 3 and 6 (1)) the water mass coming out of the Kara Sea
The northward flow through the shallow and the water coming out of the Pechora
and narrow Bering Strait connects the Pa- River while circulating counterclockwise in
cific (Bering Sea) and Arctic (Chukchi the central part of the Barents Sea, and
Sea) oceans. COACHMAN and AAGAARD flows westward to the south of

(1981) note that the flow through Bering Spitzbergen.
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Fig. 8. Schematic of mean ocean circulation in the
Fram Strait portion of the Greenland Sea. Hol-
low arrows depict flow of cold Polar Water, and
solid arrows depict flow of warmer Atlantic Wa-
ter. In areas where both water types occur, the
Atlantic Water lies beneath the Polar Water. The
hachured line indicates a typical summer ice edge
location. The East Greenland Polar Front is indi-
cated by the stippled region.

Major currents are labeled as follows: WSC,
West Spitsbergen Current; EGC, East Greenland
Current; and RAC, Return Atlantic Current.
Dushed lines are isobaths, with depths in meters.

—This current agrees closely with the ob-
served data (Fig. 3, Figs. 8 and 10, WADA
and OcHIAI, 2004), though there is some
difference in position.

—In the western Kara Sea, the water mass
which has come eastward from the polar
point joins the water mass from the Kara
Sea (fresh water mass from the Yenisey
River and Ob River) and flows southward
to the Barents Sea.

(4) Arctic Ocean

—In the surface layer of the Arctic Ocean, we

tracked the particle injected on the 1st
layer near the Laptev Sea.
Result of the particle track is shown in
Fig. 10. The particle drifted in a clockwise
circulation, gradually moving to the 2nd
and 3rd layers. In the Canadian Basin, it
entered a small-scale clockwise circulation,
and returning to the 1st layer, moved to-
wards the central part of the Arctic Sea.

—In the second and third layers, part of the
water mass which has entered from the
Norwegian Sea circulates cyclonically in
the Arctic Ocean, the opposite direction to

that of the Arctic water above it. It closely
agrees with the circulation route (esti-
mated) of the North Atlantic Ocean water
in the intermediate and deep layers of the
Arctic Ocean (SCHLOSSER et al. 1995,
GERDES and SCHAUER 1997).

Due to the paucity of high-quality deep
data, the sense of circulation in the deep
layers is not well established. AAGAARD
and CARMACK (1989) and SMETHIE et al.
(1988) deduced from mooring and tracer
data a cyclonic flow around the Eurasian
basin.

— After circulating in the Arctic Ocean, wa-
ter enters the Norwegian Sea again from
the northeast coast of Greenland, which
agrees with the observed data (PICKARD
and EMERY 1990).

4. Consistency with the local model (Kara

Sea, Barents Sea)

The authors compared the results of flow
analyses with the local model (WaDpA and
OcHIAL 2004) and the results obtained with the
regional model. Both models agree that Atlan-
tic Ocean water enters the Barents Sea along
the Norwegian Peninsula, circulates counter-
clockwise in the Barents Sea and enters the
Arctic Ocean and Norwegian seas again. Both
models reproduce the current which enters
from the Arctic Ocean and the current which
flows into the Barents Sea between Franz-Josef
and Novaya Zemlya. The consistency between
the two models is high.

5. Estimation of Errors

As we research for flows which reproduce the
distribution of salinity and temperature in
each box, errors in salinity and heat amount
could be neglected. As for flow, we calculated
errors of the conservation equation of seawater
for each box. Errors of flow were evaluated
both by the absolute error which is the differ-
ence of in- and outflows and the relative error
which is the difference divided by the inflow.
Table 1 shows coordinates in which the maxi-
mum error occurs (See Fig. 2), residual errors
by the least square method, and the maximum
value of relative error (residue/inflow) and co-
ordinates.
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Table 1. Errors of conservation of seawater volume.

Coordinates Absolute error Relative error
1st layer (0—50m) (17, 16) —9x10 °(kton/s) 2x1077
2nd layer (50—100m) (10, 20) 610 *(kton/s) 2x10°7
3rd layer (100—200m) (10, 20) —8x%10 ‘(kton/s) 4x10°7
4th layer (200—500m) (10, 20) 810 “(kton/s) 3x10°7
5th layer (500—900m) 11, 14) —8x10 ‘(kton/s) 1Xx10°7

The values above indicate the errors of the boxes which showed the largest error in each layer.
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Fig. 11. Dynamic depth anomaly in the Arctic Ocean (Unit: Dynamic meter X 10 ).



170 La mer 41, 2003

6. Comparison with geostrophic flow field

In this section, we calculated the surface dy-
namic height from the density flow in the
whole Arctic Sea, and compare the result with
that obtained by the hybrid box model which is
illustrated in Fig. 6 (1), (2) and (3). In the pre-
sent calculation, the level of no motion is as-
sumed to be at 350m depth based on the results
of the hybrid box model. Fig. 11 shows the ob-
tained dynamic topography. Main features of
the calculated result are:

* A clockwise circulating current exists with a
center at 150° W, 76" N.

* A small-scale anti-clockwise circulation ex-
ists with a center at 140°E, 84" N.

» There exists a current that starts from the
coast of Russia and passing through the North
Pole, reaches near the coasts of Greenland and
Canada.

From comparison of Fig. 10 and Fig. 11, it is
noticed that although size of the clockwise cir-
culation in the Canadian Basin is similar in the
both cases, direction of the circulation off the
Laptiv Sea is opposite. The current from the
North Pole to Norwegian Basin is similar in
the both cases.

7. Conclusions

A numerical hybrid box model was devel-
oped. The results reproduced many of the ob-
served features such as the currents described
below.

Particularly, stream flows in the Norwegian
Sea, Barents Sea and Kara Sea agree closely
with the observed data. The flow field in the
surface layer of the Arctic Ocean agrees with
the observed data. We could reproduce stream
flows such as the West Spitzbergen Current
(WSC) and the East Greenland Current (EGC)
in the Fram Strait which showed a very com-
plex flow structures.

The method of analysis used in this research
was aimed at determining the flow field on the
basis of observational data such as water tem-
perature and salinity. Therefore, the impor-
tance of this data is unfathomable. Most
notably regarding the Arctic Ocean, the avail-
ability of oceanographical data is very limited
in comparison with other seas, so that further

accumulation of data is required.
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An Observation on the Cyclonic Eddy in the Coastal Side

of the Non-large Meander Path of the Kuroshio

Yoshihiko SEKINE® and Shunsuke TANAKA "'

Abstract : A weak cyclonic eddy exists in the coastal side of the non-large meander path of the
Kuroshio south of Japan, while a large cyclonic eddy with a large cold water mass is accompa-
nied by the large meander path of the Kuroshio. The CTD and ADCP observations were carried
out in August 1999 and we observed a western part of the cyclonic eddy to the east of Kii Pen-
insula in non-large meander path of the Kuroshio. Main results of the observation are pre-
sented in this paper. It is shown that various horizontal intrusions of the less saline water with
different potential density (,) are occurring in the salinity minimum layer. Less saline water
accompanied by the cyclonic eddy in the coastal (northern) side of the main Kuroshio flow is
relatively thin and covers a narrow range of g, in the marginal area of the cyclonic eddy. Con-
versely, in the offshore (southern) side of the main Kuroshio flow, the horizontal intrusion of
North Pacific Intermediate Water (NPIW) is thick and covers a wider range of g,. The origin
of the less saline water accompanied by the cyclonic eddy on the coastal side of the main

Kuroshio flow is discussed.

Keywords : Cyclonic eddy, Intermediate Oyashio Water, Salinity minimum layer

1. Introduction

The Kuroshio south of Japan has bimodal
path characteristics and a larger cyclonic eddy
with a large cold water mass is formed in peri-
ods of large meander path (SHOJI, 1972; TAFT,
1972; IsHTI et al., 1983), while a weak cyclonic
eddy is also observed in periods of non-large
meander path. It is well known that the salin-
ity minimum layer also exists on both sides of
the main flow of the Kuroshio (e.g., SEKINE et
al., 1991; YANG et al., 1993a,b and SENJYU et
al., 1998), while salinity in its minimum layer
is relatively high in the mean flow of the
Kuroshio. Both dominant salinity minimum
waters have a potential density (os) of 26.7-
26.9.

YASUDA et al. (1996) pointed out that on the
eastern side of the Izu Ridge, the North Pacific
Intermediate Water (NPIW) of salinity less
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than 34.1 psu is formed by mixing of the
Kuroshio Water and Oyashio Water to the east
of 150° E and this spreads southwestward up to
25° N to form a salinity minimum layer in the
subtropical circulation. SEKINE et al. (2000)
showed that the southwestward flow of NPIW
is influenced by the topographic effect of the
Izu Ridge and a westward shift of NPIW over
the Izu Ridge into the Shikoku Basin is con-
fined to the south of 30° N at a depth deeper
than 2000 m, which is schematically shown in
Fig. 1.

The Intermediate Oyashio Water (IOW)
originated from the Oyashio Water (OW)
flows southward along the east coast of Hon-
shu and then reaches Sagami Bay (YANG et al.,
1993a,b; SENJYU et al., 1998). SEKINE and
UcHIYAMA (2002) detected the outflow of IOW
from Sagami Bay to the Shikoku Basin
through a southeastern channel off the Izu
Peninsula. They also showed that a part of
IOW to the south of the Boso Peninsula flows
southward along the eastern side of the Izu
Ridge, then flows into the Shikoku Basin
through the gate channel of the main Kuroshio
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Fig. 1. Schematic view of the flow pattern of the NPIW formed by the mixing between the Kuroshio water and
the Oyashio Water (OW) at the area with aslant lines (after, SEKINE and Mrvyamoro, 2002). The NPIW
moves southwestward shown by the slant arrows. Near the Izu Ridge, the NPIW is influenced by the topo-
graphic effect of the Izu Ridge (SEKINE et al., 2000) and further westward shift is possible to the south of

30" N, where depth of the Izu Ridge exceeds 2000 m.

In the Shikoku Basin, the NPIW flows northward

shown by the open arrows and essentially exists in the southern offshore side of the main Kuroshio axis.
The OW flows along the Japanese Coast and ventilates to form the Intermediate Oyashio Water (IOW). The
IOW reaches Sagami Bay, part of which flows out from Sagami Bay.

path over the Izu Ridge between Miyake-jima
and Hachijo-jima islands. The schematic view
of these results is also shown in Fig. 1.

Together with these observational evidences,
it is inferred from Fig. 1 that two waters form-
ing the salinity minimum layer are separated
by the main Kuroshio flow. The NPIW is con-
fined to the south of the main axis of the
Kuroshio Extension (REID, 1965 and TALLEY,
1993, YASUDA et al., 1996). Recently, SEKINE
and M1yaMoTO (2002) showed a similar ten-
dency on the western side of the Izu Ridge with
the exception of the horizontal intrusion across
the main Kuroshio axis to the northern coastal
area during the decay period of the small mean-
der of the Kuroshio in May 1992.

Based on these observational results, the ori-
gin and distribution of the salinity minimum
water on the northern coastal side of the
Kuroshio main axis in the Shikoku Basin
should be examined with particulars. Here it is
noted that because no less saline coastal and
bay waters have a potential density greater
than 26.0 owing to the characteristics of less
saline water (e.g., SEKINE et al., 1991), they can
not be an origin of the salinity minimum water

on the coastal side of Kuroshio. In this context,
we could observe a western part of the cyclonic
eddy in the coastal side of the main Kuroshio
flow during non-large meander path by use of
training vessel “Seisui-Maru” of Mie Univer-
sity on 26-31 August 1999. Composite of the
satellite imageries of thermal infrared by
NOAA 12, 14 and 15 during the observation are
shown in Fig. 2. A cyclonic eddy is located at
the Enshu-nada and accompanied warm water
of the Kuroshio approaches to the Kii Penin-
sula. Therefore, we presents the main results of
the observation in this paper.

2. Observation

CTD (Neil Brown Mark IIIB) observations
along the observational lines shown in Fig. 3
were made by use of the Training Vessel “Seis
ui-Maru” of Mie University during 26-31
August 1999. Five observational lines are set to
observe the western part of the cyclonic eddy
and its influence on the coastal area off Kii
Peninsula. CTD observation began at Station 1
of Line 1 and ended at Station 16 of Line 5
along the continuous observational line shown
Fig. 3.
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Fig. 2. SST (°C) shown by NOAA 12, 14 and 15
AVHRR composite on August 25 (after, Fisher-
ies Research Institute of Mie, 1999). (a) 2 images
composite from 3:15 to 6:03 (b) 3 images compos-
ite from 14:37 to 18:37. Arrows indicate direction
of the shift of the warm water, estimated by the
comparison of the sequential imagery map of
SST. C shows the cloud area. H and L show the
area with warmer and colder temperature, re-
spectively.

ADCP (CI-30 of Furuno Electric Inc.) obser-
vations at depths of 10 m, 50 m and 100 m were
also carried out along these observational lines.
Checks of the observed CTD data in comparison
with standard salinity water were carried out
at three observational points with about 10 lay-
ers and the worst-case accuracy of the observed
CTD data was found to be 0.02 psu.

3. Results
Observed ADCP velocities are shown in Fig.
4. Because the ADCP velocity observed during

Latitude (°N)
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Fig. 3. Observational CTD points and ship track of
the present study during August 26-31, 1999.

CTD observation are omitted and those ob-
served in constant ship velocity are employed,
some downstream shifts of the observational
points of ADCP velocity are recorded in the
Kuroshio region with large eastward velocity.
As indicated in Fig. 2, a southwestward
counter current is observed along the Lines 1
and 2 and coastal sides of Lines 3 and 4, a west-
ern part of the cyclonic eddy is found in a west-
ern region of the Kii Peninsula. A strong
eastward flow of the Kuroshio is observed in
the southeastern area of lines 3 and 4. Further-
more, the eastward Kuroshio flow is dominant
in all the range of Line 5.

Temperature, salinity and density (o) fields
along five observational lines are shown in
Figs. 5, 6 and 7. As for Line 1 (Fig. 5a), iso-
therms, isohaline and isopycnal lines shift
downward in the coastal region with the depths
from 100 m to 900 m. Because the gradient of
which is opposite to that in the region of the
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Fig. 4. Observed ADCP velocities at depths of 5 m (left), 50 m (center) and 100 m (right).

main flow of the Kuroshio, the westward flow
is suggested from the geostrophic flow balance,
which corresponds to the southwestward
ADCP velocity shown in Fig. 4. Less saline wa-
ter (<34.25 psu) is observed at the offshore
stations south of Station 17, while it is not ob-
served at the coastal area.

As the Line 2 is located at nearshore region
(Fig. 4), the gradients of isotherms, isohaline
and isopycnal lines in the coastal region are
weak (Fig. 5b) and less saline water (<34.25
psu) is not observed. This suggests that the
less saline water does not exist in the marginal
region of the cyclonic eddy. However, the less
saline water appears in an eastern offshore
part of the Line 3 (Fig. 6a) with Stations of 1-
9, which corresponds to the downstream part
of the cyclonic eddy observed in the Line 1
shown in Fig. 5a. the Line 2 does not reach to
this area. The opposite gradient of the iso-
therms, isohaline and isopycnal lines are de-
tected at the offshore stations of the Line 3 in
the upper layer shallower than 200 m (Fig. 6a)
and it corresponds to the eastward strong main
Kuroshio flow shown in Fig. 4.

As the offshore southern part of Line 4 is lo-
cated at the Kuroshio region, the existence of
the Kuroshio flow is clearly seen at the off-
shore stations by the gradient of isotherms,
isohaline and isopycnal lines (Fig. 6b). The
Subtrocpcal Mode Water ( > 34.8 psu) is seen

in the upper layer shallower than 100 m, while
it is not observed at the Line 3. Less saline wa-
ter (< 34.25 psu) is not found in the Line 4.

More significant features of the eastward
Kuroshio flow are seen at all the Stations of
Line 5 (Fig. 7) by the prominent gradient of
isotherms, isohaline and isopycnal lines. The
Subtropical Mode Water is seen in the upper
layer with depths of 100 m—300 m at Stations 6
-16.

It is suggested from Figs. 2 and 4 that the
main Kuroshio flow exists from Station 1 to
Station 8 of the Line 5. Less saline water
(<34.25 psu) in a lower part of the main
thermocline is the NPIW and it occupies the
Stations 9-16 (Fig. 7) in a southern area of the
main Kurosho flow, which agrees with the fact
that the NPIW is essentially confined to the
southern offshore side of the main Kuroshio
flow pointed out by SEKINE and MIYAMOTO
(2002). It is also shown from Fig. 7 that the
NPIW south of the main Kuroshio flow has
vertically thick structures in comparison with
those of the less saline water in the coastal side
of the main Kuroshio flow shown in Figs. 5 and
6.

In order to see the water characteristics, T-S
diagram of the stations with less saline water
(<34.25 psu) of Lines 1,3 and 5 are shown in
Fig. 8. The ordinary T-S distribution of the
Kuroshio water in the Shikoku Basin is totally
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suggested (ISHII et al., 1983). It is noted that
there exists a splitting of the T-S lines near the
salinity minimum layer, which suggests the
horizontal intrusion of less saline water in this
level.

To see this more clearly, salinity distribution
on potential density (o) coordinate is shown
in Fig. 9. It is found that the horizontal intru-
sions are not carried out along an equal g, sur-
face and some minimum peaks of less saline
water exist in the salinity minimum layer,
which implies the occurrence of various kinds
of less saline water intrusion with different
0, in the salinity minimum layer. Since almost
similar o0, range of the intruding salinity
minimum layer is found between Station 21 of
Line 1 and Station 2 of Line 3, it is suggested
that both Stations are commonly located at the
western part of the cyclonic eddy. As for Line
3, 0, range of the intruding less saline water is
relatively narrow and the peak of the salinity
minimum becomes weak, if we go to the coastal
side (from Station 2 to Station 5). In contrast
to this, the horizontal intrusion of the less sa-
line water is significant in all southern stations

Same as in Fig. 5 but for the Line 5.
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Fig. 8. T-S diagram of Lines 1, 3 and 5. Here, only
data at Stations with less saline water (<34.3

psw) shown in Fig. 9 are plotted.
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scale mark corresponds to 0.05 psu and the next scale mark to 34.2 psu shown by solid line is 34.25 psu.
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of Line 5 and various minimum peaks with
wide range of 0, are detected.

4. Discussion

We could observed a western part of the
cyclonic eddy in the coastal side of the non-
large meander path of the Kuroshio by use of
training vessel “Seisui-Maru” of Mie Univer-
sity in August of 1999. It is shown that there
exist various horizontal intrusions of the less
saline water with different potential density
(04) in the salinity minimum layer. Less saline
water accompanied by the cyclonic eddy in the
coastal side of the main Kuroshio flow is rela-
tively thin and covers a narrow range of 0, in
the marginal area of the cyclonic eddy. Con-
versely, in the offshore side of the main
Kuroshio flow, the horizontal intrusion of
NPIW is thick and covers a wider range of g,.

It is suggested from these results that origin
of the less saline water in the coastal side of the
main Kuroshio flow is the intermediate
Oyashio Water (IOW) that comes from
Sagami Bay and/or gate area over the Izu
Ridge between Miyake-jima and Hatijou-jima
to the Shikoku Basin. Because NPIW in south-
ern offshore side of the main Kuroshio axis has
very weak tendency to go northward crossing
the Kuroshio flow (SEKINE and MIYAMOTO,
2002), the NPIW has little possibility to be the
origin of the less salinity in the northern side
of the Kuroshio. No less saline coastal and bay
waters have a potential density greater than
26.0 (e.g., SEKINE et al., 1991), they can not be
the origin of less salinity water with g, > 26.7.
Therefore, it is suggested that the less saline
water on the coastal side of the main Kuroshio
flow is originated from IOW flows out from
Sagami Bay and/or the gate area of the
Kuroshio over the Izu Ridge. However, these
discussion has few quantitative characteristics,
to draw firm conclusion, more dense observa-
tions are needed for the less saline water on the
coastal side of the main Kuroshio flow in the
Shikoku Basin.
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The relationship between logPow and molecular weight of
polycyclic aromatic hydrocarbons and EC50 values
of marine microalgae

Yutaka OKUMURA," " Jiro Koavyama,* and Seiichi UNO®

Abstract

The effect of five polycyclic aromatic hydrocarbons (dibenzothiophene,

phenanthrene, naphthalene, fluorene and hydroxybiphenyl) on the growth of eight marine
microalgae (Bacillariophyceae; Skeletonema costatum, Chaetoceros calcitrans, Prasinophyceae;
Tetraselmis tetrathele, Haptophyceae; Isochrysis galbana, Pavlova lutheri, Dinophyceae;
Prorocentrum minimum, Euglenophyceae; Eutreptiella sp. and Chlorophyceae; Dunaliella
tertiolecta) was investigated. D. tertiolecta to all polycyclic aromatic hydrocarbons (PAHs)
was the most tolerant species of the microalgae tested, EC50 values of dibenzothiophene,
phenanthrene and naphthalene on D. tertiolecta were higher than the highest concentrations
tested and therefore could not be determined in this experiment. On the other hand, the most
sensitive microalgae varied with the compounds of PAHs. Eutreptiella sp. to dibenzothiophene,
P. luthert to phenanthrene, fluorene and naphthalene, P. minimum to phenanthrene and C.
calcitrans to hydroxybiphenyl were the most sensitive species. Linear equation between the
octanol/water partition coefficient (logPow) of all PAHs tested and EC50 values (log
(1/EC50)) of all microalgae tested was log(1/EC50) =0.87 < logPow—0.76 (r*=0.75). The
ranges of the upper and lower 95% confidence limits were more than 1.4, the variation of algal
sensitivity was more than twenty-five fold. EC50 values of C. calcitrans and T. tetrathele tested
had a higher correlation to the molecular weight than to the logPow of the PAHs.

Keywords : Toxicity tests, Marine microalgae, Aromatic hydrocarbons, Octanol/water parti-

tion coefficient, Molecular weight

INTRODUCTION

Toxicity tests of petroleum components have
been examined to predict the influence of acci-
dental pollution on aquatic organisms. The
toxicity effects on microalgae, primary produc-
ers in the aquatic food web, have also been re-
ported (PULICH et al., 1974, WINTERS et al.,
1976, Hsiao, 1978, BATE and CROFFORD, 1985,
V ANDERMEULEN and LEE, 1986,V ANDERMEULEN,
1986, MORALES-L0O and GouTx, 1990, EL-D1B et
al., 1997). Several of these studies report that
the toxic concentration for microalgae varied
with the origin of crude oil (WINTERS et al.,
1976, Hs1ao, 1978), because the components of

"Tohoku National Fisheries Research Institute
3-27-5 Shinhama-cho, Shiogama-shi, Miyagi 985—
0001, Japan

*Kagoshima University
50-20 Shimoarata 4-Chome, Kagoshima 890-0056,
Japan

aromatic hydrocarbons in crude oil vary with
the source of origin. Therefore, toxicity effects
of individual aromatic hydrocarbons which
along with paraffin and asphalt from the main
components in crude oil, on microalgae should
be examined. Although the toxic effects on
freshwater microalgae (U.S. EPA, 1980,
HERMAN et al., 1990, HERMAN et al., 1991,
SHEEDY et al., 1991), on marine microalgae
(DUNSTAN et al, 1975, Kusk, 1980, 1981a,
1981b) have been investigated, there is little
available data on polycyclic aromatic hydrocar-
bons (PAHs) on marine microalgae.

Recently, predictions of toxicity have led to
the examination of relationships between the
physicochemical properties of chemicals (water
solubility, octanol/water partition coefficient
etc.) and the bioconcentration factor, or be-
tween the physicochemical properties and toxic
effects. Although there are several reports for
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Table 1 Structure, molecular weight and logPOW of aromatic hydrocarbons in this study.

Generic name Structure Molecular weight logPOW Reference of logPOW
Hydroxybiphenyl HO 170.21 3.20 HanscH et al. (1995)
128.18 3.30 HanscH et al. (1995)

Naphthalene
Fluorene 166.22 4.18 HanscH et al. (1995)
Dibenzothiophene 184.26 4.38 HanscH et al. (1995)

S

Phenanthrene Q Q 178.24 4.46 HanscH et al. (1995)

freshwater microalgae (GEYER et al, 1981,
GEYER et al., 1984, CALAMARI et al., 1983, WoNG
et al., 1984, SHIGEOKA et al., 1988, HERMAN et
al., 1991) and several aquatic organisms
(GALASSI et al., 1988, IKEMOTO et al., 1992,
FUKUSHIMA, 1983), there are few reports which
have investigated the relationship between
EC50 (Effective Concentration of 50%) values
in marine microalgae and octanol/water parti-
tion coefficient (Pow) of PAHs, particularly,
reports which investigate multiple species of
marine microalgae under the same test condi-
tions are limited.

The OECD guidelines (OECD, 1984), one of
the manuals for standard methods of toxicity

tests, recommends that test species of
microalgae are freshwater  microalgae;
Selenastrum  capricornutum,  Scenedesmus

subspicatus and Chlorella vulgaris. However,
test species of marine microalgae, that are nec-
essary to toxicity estimation of chemicals in
the marine environment were not selected.
Therefore, it is important for establish meth-
ods to select suitable species for algal sensitiv-
ity testing.

The purpose of this study is to determine the
EC50 values of PAHs on eight species of marine
microalgae. Moreover, we compared the

sensitivity among test microalgae, or the toxic-
ity among test chemicals. The relationship be-
tween EC50 values of microalgae and
physicochemical  properties  (logPow  or
logM.W.) of PAHs are investigated.

MATERIALS AND METHODS
Test organisms

Eight species of marine microalgae were used
in the experiments as test organisms.
Bacillariophyceae; Skeletonema costatum (NIES
—324) was obtained from The Microbial Culture
Collection, National Institute for Environ-
mental Studies (NIES-Collection), Ministry of
the Environment Japan. Prasinophyceae;
Tetraselmis tetrathele, Haptophyceae; Pavlova
luthert were obtained from Marine Ecology Re-
search  Institute, Japan. Haptophyceae;
Isochrysis galbana, Dinophyceae; Prorocentrum
minimum, and Euglenophyceae; FEutreptiella
sp. were obtained from JANUS Co., Japan.
Chlorophyceae, Dunaliella tertiolecta and
Bacillariophyceae, Chaetoceros calcitrans were
obtained from Kitasato University, Japan.

Test chemicals
The PAHs used in the experiments were
dibenzothiophene (CsH,CsH,S), phenanthrene
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Table 2. Estimated EC50 values with slope, y inter- (C.Hy) naphthalene (CiHy),fluorene (CsH,CH,

cept and r* of linear regression. CsHy) and hydroxybiphenyl (CsH;CsH,OH). All

esti- y PAHs tested were purchased from Wako

2 . .

mated Slope inter- S r q Chemicals, Japan. The chemical structure, mo-

EC50 cept ~AUAe lecular weight (M.W.) and logPow of the

. . PAHs tested are shown in Table 1. Relationship
Dibenzothiophene

S costatum 020 1982  139.0 0.99 between logPow and logM.W. of naphthalepe,

C. calcitrans 0.14 639 103.6 0.98 fluorene and phenanthrene showed strong lin-

T. tetrathele 0.14 482 911 097 ear relationships (logM.W.=0.12 X logPow +

I. galbana 0.14 533 954 0.89 1.7, r*=0.99), while the correlations of all

b, l”?h?” 012 60.7 1054 0.98 PAHs contain hydroxybiphenyl and dibenzo-

P. minimum 0.16 2706  267.5 100 thiophene (logM.W.=0.0067 X logPow+2.0, r’

E 1 . . 1 147. .
utreptiella sp 00678 7j ng =0.43) were weaker than of naphthalene,

D. tertiolecta >0.49 —
fluorene and phenanthrene.
Phenanthrene
S. costatum 0.15 60.6 99.7 0.93 Culture conditions
C. calcitrans 0.34 153.7 1228 1.00 Each alga was cultured in a 300 ml of Erlen-
T. tetrathele 0.20 1563 138.7 1.00 meyer flask containing 200 ml of f/2 medium
1. galbana 0.14 624 103.5 0.97 .
P Jutheri 009 631 1150 0.97 (GUILLARD and RYTHER, 1962) in stock culture.
P. minimum 009 1054 157.9 0.99 In toxicity tests, glass test tubes (25X 200mm,
Eutreptiella sp. 0.13 107.1  144.7 1.00 64 ml) containing 30 ml of f/2 medium were
D. tertiolecta >0.46 - - - used to directly measure in vivo fluorescence
Nawhthal using a fluorescence meter (Turner designs 10—
a alene :
SI.)costatum 183 1968 18 1.00 00510%). All grgwth media were autoclaved at
C calcitrans 373 1144 154 0.97 121°C for 20 minutes. The algae were cultured
T tetrathele 5.39 974.3 -150.7 0.97 at a temperature of ZOiloC, under hght inten-
I. galbana 0.84 102.5 57.8 1.00 sity of 3500 to 4500 lux (38.9 to 50.0 xmol m *
P. lutheri 0.66 1204 719  0.96 s ") and a 14:10 light: dark cycle for the stock
P. minimum 163 3305 202  0.79 cultures and toxicity tests.
Eutreptiella sp. 1.14  173.5 45.9 0.98
D. tertiolecta >13.8 - - — Toxicity tests
Fluorene Firstly, the test concentrations of each PAH
S. costatum 0.17 645  100.2 0.99 were adjusted. The maximum concentration of
C. calcitrans 0.34  79.7 87.3 0.98 each PAH was prepared by adding a specific
T. tetrathele 0.67 815  64.0 1.00 volume to the filtered sterile f/2 medium, shak-
1. galbana 011 507 992 0.9 ing in a 1000ml beaker for about 24 hours un-
I€ let:fr;lum 8(2)2 1332 1(1)22 882 der dal:‘k cor}ditions and filtering using sterile
Eutreptiella sp. 093 1090 1199 0.99 glass fiber filters (Whatman GF/F). Each test
D. tertiolecta 1.07 404 488 098 concentration was prepared by diluting the
maximum concentration medium with filtered
Hydroxybiphenyl sterile f/2 medium.
S. costatum L1 1195 445 0.99 Secondly, test tubes containing 30ml of the
C. calcitrans 0.59 1089 747  1.00 growth medium into which the PAHs were
T. tetrathele 0.85 160.3 61.5 1.00 . . .
I galbana 154 875 336 0.92 mixed at appropriate Conceptratlons, and 0.6@1
P. lutheri 0.73  66.7 593 057 of the algal stock solution at exponential
P. minimum 1.06 179.1 481 0.90 growth phase were inoculated into the growth
Eutreptiella sp. 1.27  61.0 43.6 0.94 media. The experiments were carried out in
D. tertiolecta 3.61 508 2.7 0.94 triplicate. The growth of the algae was moni-
(unit of EC50s: mg/1) tored daily by in vivo fluorescence using a fluo-

rescence meter (Turner designs 10-005R),
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which has been shown to have a strong relation
to the Chl a concentration (LORENZEN, 1966,
STRICKLAND, 1968) and cell numbers
(YamagucHr, 1994), and has been used as a
measurement of microalgal biomass (LEWIS,
1995). The test period was 4 days.

Thirdly, after each chemical in test medium
was extracted using n-hexane (Ministry of the
Environment, 1998), chemical concentrations
were measured by using gas chromatography
(Shimadzu GC-14B) coupled with flame-
ionization detecter (FID) (Standard methods,
1998).

Data analysis

EC50 values were calculated using modified
methods of the OECD guidelines (OECD 1984),
as outlined below.

The area under the growth curve of individ-
ual test vessels was calculated using the follow-
ing equation.

A = (N,—N,)/2X t,+(N,+N,—2N,)/
2X (ty—t,)+..+(N,_,+N,—2N,)/

2>< (tnitnfl)

where;

A= area under the growth curve,
v=1n vivo fluorescence intensity at  (relative
units),

Ni=in vivo fluorescence intensity at ¢ (relative
units),

Nn=in vivo fluorescence at ¢, (relative units),

1= time of first measurement after beginning
of test,

t,=time of nth measurement after beginning of
test.

Then, the percent inhibition of the growth
area of the mean value for individual test
concentration to the mean value for controls in
each experiments was calculated using the fol-
lowing equation.

Ian=(Ac—AD /Acx100.

Where;

la=percent inhibition of the growth area for
an individual test vessel.

At=mean area of each test concentration,

Ac=mean area of the controls in each experi-
ment.

The Ia value was plotted against each test
concentration on a semi- logarithmic scale. The
growth inhibition rates were calculated by lin-
ear regression analysis. EC50 is the concentra-
tion showing a Ia=50%.

After calculating the EC50 values, the mean
rank of the toxicity of PAH and the algal sensi-
tivity and PAHs toxicity were determined by
using the statistical method; Friedman test us-
ing SPSS 10.0J for Windows, SPSS Inc.. 95%
confidence limits of the linear relationship be-
tween logPow of PAHs and log(1/EC50) of all
microalgae except for D. tertiolecta were calcu-
lated using methods of KawaBaTa (1995) and
SNEDECOR (1963).

RESULTS
Algal sensitivity

The EC50 values of PAHs on marine micro-
algae are shown in Table 2. The most sensitive
species of microalgae varied with the com-
pounds of PAHs. Eutreptiella sp. was most
sensitivite to dibenzothiophene. P. lutheri was
most sensitive to phenanthrene, naphthalene
and fluorene. P. minimum and P. lutheri were of
equally the most sensitive to phenanthrene. C.
calcitrans was the most sensitive to hydroxy-
biphenyl. On the other hand, D. tertiolecta had
the lowest sensitivity to all PAHs of all the
microalgae. EC50 values of dibenzothiophene,
phenanthrene and naphthalene for D. tertiolecta
were not measured, because the inhibition val-
ues on the maximum concentrations used in the
toxicity testing were less than 50%, and were
approximately 30%, 10%, and 40%, respec-
tively. The EC50 value of fluorene for D.
tertiolecta was approximately six times as high
as P. lutheri. The EC50 value of hydroxy-
biphenyl for D. fertiolecta was approximately
thirteen times as high as C. calcitrans.

The mean rank calculated using the Fried-
man nonparametric test was P. lutheri
< Eutreptiella sp. <I. galbana <P. minimum < C.
calcitrans<S. costatum<T. tetrathele (The
value of the chi-square statistic i1s 12.906, with
a significant of 0.045).
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Toxicity of PAHs

In this study, EC50 values for dibenzothio-
phene were between 0.06 and >0.49ppm. EC50
values for phenanthrene were between 0.09 and
>0.46ppm. Those for naphthalene were between
0.66 and >13.8ppm, and for fluorene between
0.08 and 1.07ppm and for hydroxybiphenyl be-
tween 0.59 and 3.6ppm. The mean rank calcu-
lated by the Friedman test was dibenzothio-
phene< fluorene< phenanthrene< hydroxy-
biphenyl< naphthalene (The value of the chi-
square statistic is 22.540, with a significant of
0.000).

Relationship between the EC50 values (mM/1)
and the physical properties of PAHS

The square of the regression coefficients be-
tween logPow of naphthalene, fluorene and
phenanthrene gave a strong linear relationship
with the molecular weight, and the log
(1/EC50) values of S. costatum, T. tetrathele, P.
lutheri, I. galbana, P. minimum, Eutreptiella sp.
and C. calcitrans were 0.97, 0.99, 0.92, 0.91, 0.99,
0.99 and 0.96, respectively. All values for indi-
vidual microalga except for D. tertiolecta , were
more than 0.91 (data not shown in figure). The
square of the regression coefficient of all
microalgae except for D. tertiolecta was ap-
proximately 0.78 (log(1/EC50) =1.05 X log
Pow-1.56). The square of regression coeffi-
cients between log Pow of all PAHs and log
(1/EC50) ranged from 0.57 to 0.95 (Fig. 1). In
test microalgae, the square of the regression
coefficients of S. costatum, I. galbana, P. mini—
mum, P. lutheri and Eutreptiella sp. were more
than 091, while for C. calcitrans and T.
tetrathele were less than 0.61. The square of the
regression coefficients between the molecular
weight of all PAHs and logEC50, except for D.
tertiolecta ranged from 0.35 to 0.93 (Fig. 2).
The square of the regression coefficients of S.
costatum, I. galbana, P. minimum, P. lutheri and
Eutreptiella sp. were less than 0.65, while for C.
calcitrans and T. tetrathela approximated 0.93.
The linear equation between all PAHs and
microalgae tested, except for D. tertiolecta , was
log(1/EC50) =0.87 X logPow-0.76 (r*=0.75).
The upper and lower ranges of the 95% confi-
dence limits of the linear equation were more
than 1.4.

DISCUSSION
Algal sensitivity

In this experiment, D. fertiolecta was most
tolerant to the PAHs of the microalgae tested
and therefore as a test species D. fertiolecta
should not be use. On the other hand, the most
sensitive microalgae varied with the com-
pounds of PAHs, although P. lutheri was the
most sensitive species to all the PAHs tested
(from the results of Friedman test). From
these results, it can be conducted that sensitiv-
ity testing should be carried out on several spe-
cies of microalgae. In similar results regarding
algal toxicity, D. tertiolecta was more tolerant
to PCBs and DDT than diatoms (MOSSER et al.,
1972, MENZEL et al., 1970), more tolerant to
benzene, toluene and xylene than S. costatum
(DUNSTAN et al., 1975), and was the most toler-
ant to five organic solvents in nine marine
microalgae tested (Y. OKUMURA, personal com-
munication). VANDERMEULEN (1986) reported
that the sensitivity of P. lutheri to naphthalene
was higher than other microalgae. However,
algal sensitivities to oils varied with the type of
oils (PULICH et al., 1974, WINTERS et al., 1976).
Contrary to our results, there is a report that
D. tertiolecta is the more sensitive to crude oil
than S. costatum and P. minimum (MORALES-
Loo and GouTx, 1990). One factor by which
algal sensitivity varies with components of oil
is the variation of oil type, or the components
of chemicals in the oil, such as the ratio be-
tween the aromatic, paraffinic and asphaltic
fractions, or the volatile fractions. PULICH et al.
(1974) reported that the volatile fractions of
oils have variable effects on microalgae. BATE
et al., (1985) reported that the different oil
treatments have different effects on several
microalgae. In this study, the slopes of the lin-
ear regressions between the EC50 values and
the logPow of naphthalene, fluorene and
phenanthrene, show strong linear relationships
to all microalgae except for D. tertiolecta , and
ranging from 0.88 to 1.20, with the intercepts
of the linear regression ranging from —0.67 to —
2.60. The slopes and the intercepts of the linear
regressions varied with the algal species. Some
of the linear regressions intersected. So, it is
possible that the sensitivity of each microalgae
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Fig. 1. The linear regression equation relationship between logPow of the five PAHs and log (1/EC50) of the
microalgae tested. *1 is the linear equation and upper and lower 95% confidence limits of all microalgae ex-
cept for D. tertiolecta .
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Fig. 2. The linear regression equation relationship between logM.W. of the five PAHs and log (1/EC50) of the
microalgae tested. *1 is the linear equation of all microalgae except for D. tertiolecta.
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Table 3 The relationship between logPow and EC50
habitat . . corre:
chemicals of test linear regression latlop tgst unit reference
algac equation cpeffl— periods
clent r
polycyclic aromatic hydrocar- marine log (1/EC50)
bons =0.87XlogPow-0.76 0.75 96-h mM/1 This study

clorobenzenes freshwater log (1/EC50)
=0.92X1logPow-1.4 0.97 96-h  mM/1 CALAMARI et al. 1983

clorobenzenes freshwater log (1/EC50)
=0.99 X1logPow-1.8 0.997 3-h  mM/1 CALAMARI et al. 1983

clorobenzenes freshwater log (1/EC50)

=1.000<1logPow—2.676 0.968 4-h mM/l  WoNG et al. 1984

chlorophenols freshwater log (1/EC50)
=0.887x1logPow—1.545 0.98 96-h  mM/l SHIGEOKA et al. 1988

chlorophenols freshwater log (1/EC50)
=0.543 XlogPow-0.909 0.845  96-h mM/] SHIGEOKA et al. 1988

volatite aromatic hydrocarbons freshwater log (1/EC50)
=0.94 X1logPow-3.59 0.99 12-h  mg/1 HERMAN et al. 1991

aromatic hydrocarbons freshwater log (1/EC50)
=0.91XlogPow—4.45 0.9471 72-h mM/l GaLAssSI et al. 1988

alcohols, benzenes freshwater log (1/EC50)
=0.935x1logPow-3.341 0.964  120-h mM/1 IKEMOTO et al. 1992

was reversed by logPow of test PAHs. For ex-
ample, it may be that one microalgae is more
sensitive to PAHs of low logPow than the other
microalgae, which is less sensitive to PAHs of
high logPow than the other microalgae, or that
one microalgae is less sensitive to PAHs of low
logPow than the other microalgae, is more sen-
sitive to PAHs of high logPow than the other
microalgae. Dibenzothiophene and hydroxy-
biphenyl for which the ratio of logM.W. to
logPow was higher than values of naphthalene,
fluorene and phenanthrene for some of the
microalgae (C. calcitrans and T. letrathele) and
tended to have a higher toxicity than the other
PAHs. The regression coefficients between
logM.W. and log (1/EC50) values of these
microalgae tended to be higher than of the
other microalgae, and the regression coeffi-
cients between logPow and log (1/EC50) values
of the microalgae. So, it may be that PAHs are
the ratio of logM.W. to logPow are higher, var-
ied with algal sensitivity.

Regarding strains of test microalgae, FISHER
etal. (1973) and MURPHY et al. (1980) reported
that algal sensitivity, even if within the same
species of microalgae, varied with environ-
mental factors. It may be that the strain

influences the algal sensitivity.

SHEEDY ef al. (1991) reported that the 14day-
EC50 value of naphthalene on the freshwater
algae, Selenastrum capricornutum was 25ppm.
US-EPA (1980) reported that the 48hour-EC50
value of naphthalene on Chlorella vulgaris was
33ppm. In our study, EC50 values of naphtha-
lene were between 0.66 to >13.8ppm. The sensi-
tivity of marine microalgae to naphthalene
tended to be higher than the freshwater
microalgae.

Comparison of linear regression equations be—
tween logPow and EC50

Several reports regarding the linear regres-
sion equation between logPow of chemicals and
EC50 values of microalgae have been published
(Table 3). The slope of the linear equations
ranged from 0.54 to 1.00, the intercept ranged
from —4.45 to —0.91. In this study, the slope and
intercept of all PAHs tested were 0.87 and —
0.76, respectively. The slope and intercept of the
linear regression equation to naphthalene,
fluorene and phenanthrene were 1.05 and —1.56,
respectively. Our equations are approximately
in agreement with the equations of given in the
references in the Table 3. The ranges of the
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upper and lower 95% confidence limits of the
linear regression equations were more than 1.4,
the variation of algal sensitivity was more than
twenty-five fold. Although the species of test
chemicals and the range of logPow of chemicals
were limited, the upper 95% confidence limit of
our equation was highest and in the linear re-
gression equations of given in the references in
the Table 3, the upper 95% confidence limit of
our equation was the most sensitive compared
to other values in the literature.

From our equation, for example it is clear
that the toxicity of phenanthrene, for which
the logPow is 4.46, is higher in toxicity than
naphthalene, which has a logPow of 3.3, while
the water solubility of phenanthrene is lower
than naphthalene. So, we conclude that the
PAHs such as hydroxybiphenyl and dibenzo-
thiophene for which the ratio of molecular
weight to Pow is high, have a higher toxicity
than naphthalene, fluorene and phenanthrene.
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Influence of seagrass leaf density and height on recruitment
of the cardinalfish Cheilodipterus quinquelineatus in tropical
seagrass beds: an experimental study using artificial

seagrass units

Yohei NAKAMURA *, Masahiro HorRINOUCHI "™ and Mitsuhiko SANO™

Abstract : To clarify the effects of differences in seagrass leaf density and height on the ap-
pearance of newly-recruited fishes, a field experiment using artificial seagrass units (ASUs)
was undertaken at Iriomote Island, the Ryukyu Islands, Japan. Four types of small-scale,
structurally-different ASUs, including (1) long dense leaves (D-units), (2) long leaves thinned
to about 40% of D-unit density (T-units), (3) dense leaves shortened to 40% of D-unit height
(S-units), and (4) no leaves (control; C-units), were used. Dividing observations were made to
count recruited fishes on each ASU daily over 14 consecutive days. A total of 10 species in 7
families were recruited to the ASUs. The cardinalfish, Cheilodipterus quinquelineatus, domi-
nated (85% of cumulative total number of fishes). The mean number of C. quinquelineatus re-
cruits per replicate on D-units was significantly greater than that on the other unit types,
indicating that difference in leaf density and height affected the recruitment of the juvenile of

this fish species.

Keywords
quinquelineatus.

1. Introduction

Leaf density and height in seagrass habitats
could be important as fish appearance and
abundance, because complexity as habitat can
provide shelters (HECK and ORTH, 1980; BELL
and POLLARD, 1989), microhabitat availability
(HEck and OrtH, 1980), and diverse and abun-
dant prey (ORTH et al., 1984; CONNOLLY and
BUTLER, 1996; JENKINS et al., 2002). Such com-
plexity in habitat structured by seagrass leaves
strongly affects juvenile growth rates and mor-
tality especially for vulnerable juveniles (HECK
and ORTH, 1980; BELL and POLLARD, 1989,
LEVIN et al., 1997). However, relationships be-
tween seagrass structural attributes (leaf den-
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113-8657, Japan

**Research Center for Coastal Lagoon Environments,
Shimane University, 1060 Nishikawatsu-cho,
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recruitment, seagrass leaf density, seagrass leaf height, Cheilodipterus

sity and height) and fish abundance patterns
are not fully understood (WILLIAMS and HECK,
2001), in spite of several attempts. While some
studies have found that greater leaf density
and/or height support larger numbers of fish
species and individuals (BELL and WESTOBY,
1986a, b), others have found little or no rela-
tionship among these factors (BELL and
WESTOBY, 1986¢; BELL et al., 1987; CONNOLLY,
1994; HorINOUCHI and SANO, 1999, 2001).

Use of artificial seagrass has been effective in
manipulative experiments to clarify the rela-
tionships between habitat structure and orga-
nisms in seagrass habitats (BELL et al., 1987;
LEEet al., 2001; JENKINS et al., 2002). BELL ef al.
(1985), for example, found that artificial
seagrass effectively attracted juvenile fish and
macro-invertebrates typical of natural sea-
grass. In the present study, artificial seagrass
units (ASUs) were used to simulate natural
reef-associated seagrass patches so as to clarify
the influence of seagrass leaf density and
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Fig. 1 Map of the study site at Iriomote Island, Ryukyu Islands, Japan, showing the locations of the five ex-
perimental square plots. D, T, S and C on each corner of the plot indicate four artificial seagrass treatments.

For explanation of each artificial seagrass treatment, see text.

height on the abundance of newly-recruited was examined in ASUs with different seagrass

fishes.  Specifically, the recruitment of leaf density and height.
cardinalfish, Cheilodipterus quinquelineatus,
which was dominant in the seagrass habitats
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Fig. 2 Design of four different types of artificial seagrass units (D-, T-, S-, and C-units).

2. Materials and Methods
2.1 Study site

The study was carried out on a fringing coral
reef in Amitori Bay (24°20' N, 123°42' E), west-
ern side of Iriomote Island, the Ryukyu Is-
lands, southern Japan, in May, 2003 (Fig. 1).
Next to a coral-dominated area, a seagrass bed
formed an extensive belt along the shore. Vege-
tation in the bed was dominated by Enhalus
acoroides, having a mean shoot density of 122.4
+18.9(SD)m* (n=6), and mean height of 50.6
+10.4cm (n=30). The experiment was con-
ducted in a flat and sandy-rubble area adjacent

to the edge of the seagrass bed. In this area,
some coral and seagrass patches occurred at a
low-tide depth of about 1 m.

2.2 Experimental design

Each ASU was constructed of green poly-
propylene leaves (10mm in width and 1Imm in
thickness) tied to a 50cm square green steel
mesh base. The basic experimental design in-
volved five replicates of each of four artificial
seagrass treatments (Fig. 2) : (1) long dense
leaves (50cm in height, 12X 12 rows =144 leaves
per unit, D-units), (2) long leaves thinned to
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about 40% of D-unit density (50cm in height,
8X 8 rows=064 leaves, T-units), (3) dense leaves
shortened to 40% of D-unit height (20cm in
height, 12X 12 rows=144 leaves, S-units) and
(4) base without leaves (control, C-units).

At the study site, five 5 m square plots, sepa-
rated from one another by at least 30 m, were
established randomly at least 5 m distant from
natural seagrass and coral patches (Fig. 1).
Each ASU treatment was randomly assigned to
each corner of each plot (i.e. 4 ASU treatments
per plot). The ASUs were set on May 14, with
deliberate efforts made not to disturb fishes.

2.3 Fish censuses

All individuals of each fish species in the
ASUs were visually counted using SCUBA, be-
tween 1000 and 1600 h everyday from May 15 to
29. Individuals maintaining a position in open
areas close to the outer edge of the units were
also regarded as residents of the units and
counted. During the underwater observations,
the total length (TL) of each individual was es-
timated to the nearest millimeter with a trans-
parent plastic ruler (SaNo, 1997). Such obser-
vations were conducted very carefully, in order
not to disturb the fishes.

Cheilodipterus quinquelineatus was selected
as the target species of the study, because it re-
cruited on the ASUs more abundantly than
other species (see Results). We defined recruits
as settled juveniles surviving until the final
census date (JonEs, 1990; Levin, 1994). In
Amitori Bay, juvenile C. quinguelineatus com-
monly inhabit seagrass beds and coral patches
on reef flats, whereas adults are abundant on
reef slopes (Kagawa, 2003). Newly-recruited
individuals («25mm TL; FINN and KINGSFORD,
1996) are found mostly in May and June
(Kagawa, 2003), feeding mainly on calanoid
copepods (93 % of total food volume)
(NAKAMURA, unpubl. data).

2.4 Data analysis

Cheilodipterus quinquelinealus recruit num-
bers in the ASUs were compared among the
four treatments. Because the fish censuses were
repeated without any removal of fish from the
ASUs, the number of individuals counted at
each census included both new and previously

observed recruits. Under this sampling design,
the data set obtained on each census date is not
independent. Therefore, single-factor repeated-
measures analysis of variance (ANOVA) was
applied to test whether or not the density of C.
quinquelineatus recruits differed among ASU
types, and a post hoc Student-Newman-Keuls
multiple comparison test was conducted to ex-
amine the difference in the mean values. Prior
to the analyses, data were transformed to

x+0.5 , owing to fish being absent on some
ASUs during the study period (ZAR, 1999). C-
units were excluded from this analysis, because
no fish were observed on those units through-
out the study period.

3. Results

A total of 10 species in 7 families were re-
corded in the ASUs (Table 1). Cheilodipterus
quinquelineatus recruits accounted for 85% of
the cumulative total number of all species (Ta-
ble 1). The size range of this species was 11 to
25mm TL (Table 1).

The repeated-measures ANOVA demon-
strated a highly significant difference in the
mean number of C. quinquelineatus recruits per
replicate, among the three types (D-, T-, and S-
units) (Foar =21.4, P<0.001; Fig. 3). The
Student-Newman-Keuls multiple comparison
test indicated that density of recruits on the D-
unit was significantly greater than those on
the T- and S-units (D->T-=S-unit, P<0.05).
C. quinquelineatus recruits were always ob-
served on the D-units, from the first day after
setting the ASUs until the last day of the ex-
periment (Fig. 3). Although the mean numbers
of recruits in the D-units were low (0.2 — 1.6 in-
dividuals) during the first to ninth days, many
recruits (> 8.8 individuals) were found from
the tenth to fourteenth days. In the T- and S-
units, on the other hand, the few individuals
observed on the second and third days after set-
ting subsequently disappeared (Fig. 3). No re-
cruits were observed in the C-units.

In the D-units, most C. quinquelineatus re-
cruits occurred along the outer wall of the
units (about 90% of the cumulative total num-
ber of fish counted), although some individuals
were found inside the units.
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Table 1 Cumulative number of individuals and size range (total length) of fish species which occurred on the

ASUs during the study period

Family Species No. of individuals  Total length range (mm)
Pomacentridae Dischistodus prosopotaenia 21 15
Labridae Coris batuensis 1 25

Oxychetlinus bimaculatus 2 40
Scaridae Calotomus spinidens 2 25,40
Apogonidae Apogon ishigakiensis 1 11
Apogon properuptus 2 12
Chetlodipterus quinquelineatus 232 11-25
Pinguipedidae Parapercis cylindrica 3 40
Blenniidae Meiacanthus grammistes 9 15-18
Monacanthidae = Acreichthys tomentosus 1 20
15
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Fig. 3 Mean number (£ SE) of Cheilodipterus quinquelineatus recruits per replicate (#=5) on each type of ar-
tificial seagrass unit (D-, T-, S-, and C-units) over 2 weeks.

4. Discussion

All of the fish species occurred in the ASUs
were observed in adjacent natural seagrass
habitats (NAKAMURA et al., 2003; NAKAMURA
and SANO, 2004). In addition, a large number of
Chetlodipterus quinquelineatus recruits ap-
peared in the ASUs simultaneously with their
occurrence in adjacent natural seagrass habi-
tats. This indicates that the ASUs in the pre-
sent study were effective in investigating the
effects of seagrass leaf height and density on
fish recruitment patterns.

D-units with long dense seagrass leaves sup-
ported a number of C. quinquelineatus recruits,
whereas few or no recruits appeared on the
other unit types with shorter or sparser leaves,
throughout the study period. This suggests a
preference by recruits for some factors

associated with long dense seagrass.

Most recruits on the D-units were positioned
in open areas close to the outer limit of the
reefs. Similarly, recruit abundance of C.
quinquelineatus at the outer limits of natural
seagrass microhabitat is significantly greater
than that inside such habitats (NAKAMURA,
unpubl. data).

Several possible explanations for such
microhabitat use can be offered. Hydrodynam-
ics sometimes plays an important role in affect-
ing the distribution patterns of small fishes.
BREITBURG el al. (1995), for example, found
that larvae of Gobiosoma bosc actively selected
a low flow microhabitat associated with the
downcurrent sides of structures. In the present
study, the greater abundance of C.
quinqguelineatus in open areas close to the
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"walls" of seagrass leaves indicate their prefer-
ence for low-flow microhabitats, owing to pos-
sible wave attenuation at such sites
(GAaMBI et al. 1990). On the other hand, the oc-
currence of few recruits inside the units may be
due to the oscillation of the leaves with water
motion. At the present study site, flapping and
undulating movements of seagrass leaves were
regularly observed, sometimes having high am-
plitude. Because such movements can physi-
cally disturb small fish among the seagrass
leaves, the juveniles would prefer the outer
edge (HorNoucHI and SANO, 1999).

For such small-sized fish such as the C.
quinquelineatus vulnerable to predation, avail-
ability and accessibility of shelters against
predators can affect the distribution of re-
cruits. Denser and higher seagrass leaves may
provide more effective shelters, compared with
sparser or shorter seagrass leaves (HECK and
OrTH, 1980; BELL and POLLARD, 1989). Since
some predators such as Caranx sexfasciatus of-
ten observed, it is likely that the recruits pre-
ferred the long and dense leaves of the D-units
as shelters. Open areas along the outer edge of
the D-units in which most recruits appeared
can be a safe zone from which they can easily
flee to escape from approaching danger.

In conclusion, the appearance patterns of C.
quinquelineatus recruits reflected their prefer-
ence for weak flow microhabitats and effective
shelters created by long dense seagrass leaves.
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Seasonal variations in circulation and average
residence time of the Bangpakong estuary, Thailand

Anukul BURANAPRATHEPRAT"* and Tetsuo YANAGI®

Abstract : Seasonal variations in 3-dimensional circulation and average residence time of con-
servative and passive tracer in the Bangpakong estuary were investigated using the Princeton
Ocean Model (POM) and the Euler-Largrange method. Observed salinity and temperature, av-
erage wind velocity and river discharge, and calculated tidal elevation were significant inputs
for computation. The results indicated that all driving forces interacted complicatedly to the
seasonal variation of circulation in the estuary. Wind-driven current is predominant and its
magnitude is large at the sea surface while tidal prevalence is observed throughout the water
column. Influence of river discharges as an outflow and density-driven current is also observed
near the river mouth during wet season. The tracer experiment indicated that tidal current
played an important role to move particles out of the estuary in a short time and seasonal
variation in residence time depended on variations in wind-driven circulation, tide and river dis-
charge. Calculated residence times from the longest to the shortest are 29.1 days, 20.8 days, 10.8
days and 6.0 days in April, June, December and September, respectively, corresponding to those
from a box model analysis based on the mass balance of salt using the same salinity and dis-

charge data.

Keywords : circulation, residence time, POM, Bangpakong estuary, Gulf of Thailand

1. Introduction

The Bangpakong estuary is an estuary lo-
cated in the northeastern corner of the upper
Gulf of Thailand (Fig. 1) and is a highly
eutrophic area where blooming of phytoplank-
ton frequently occurs. Much nutrients and or-
ganic substances from the Bangpakong river
are supposed to be the cause of the eutrophi-
cation in the estuary and surrounding areas
(NRCT-JSPS, 1998, JINTASAERANEE el al., 2000
and BURANAPRATHEPRAT et al., 2002). How-
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ever, we have not yet known the mechanism of
the eutrophication because of complicated
physical characteristics of this estuary. They
are due to its shallowness, river discharge, tide
and wind which interact intricately under
strong seasonal variations. Therefore, if we do
not understand well these entire mechanisms,
we may not succeed in understanding the phe-
nomena occurring in this estuary.

TAKEOKA and HASHIMOTO (1988) noted that
transport of matter in coastal waters was an
important subject relating to water quality
problems, and that of nitrogen, phosphorus or
carbon was especially important relating to
eutrophication problems, which often spoiled
the marine environment or even caused red
tides or anoxic water masses. From this rea-
son, circulation in the study area must be in-
vestigated because the results can be applied
for further specific studies in terms of material
transport, which help us to understand the
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The Bangpakong estuary and its bathymetry in meters, dots and a broken line represent

observation points and the B-stations for vertical distributions, respectively.

behavior of materials in an estuary.
BURANAPRATHEPRAT and YANAGI (2000) tried
to calculate vertical circulation of the Bang-
pakong estuary using a vertical 2-dimensional
diagnostic model. Unfortunately, this model
could not reproduce strong horizontal circula-
tion generated by wind and river discharge
that had 3-dimensional structure. They sug-
gested that only 3-dimensional hydrodynamic
model should succeed to reproduce circulation
generated by all significant driving forces.
Therefore, in this study, we will use a 3-
dimensional hydrodynamic model, the Prince-
ton Ocean Model (POM), to investigate the
circulation in the Bangpakong estuary.
Residence time of material in an estuary is a
significant physical characteristic. It depends
on the exchange time of the material in the
area (YANAGI, 1999a). Longer residence time of

any material means more opportunity of the
material to interact physically, chemically or
biologically with surrounding water. For in-
stance, if inorganic nutrients carried by river
water into an estuary have long residence time,
any plants and phytoplanktons living there
will have more chance to use them for their
photosynthesis. BURANAPRATHEPRAT et al.
(2002) used a box model based on the mass bal-
ance of salt to investigate the seasonal varia-
tion in residence time of fresh water in the
Bangpakong estuary. They found that long
residence time appeared during the transition
period between dry and wet seasons, and wet
and dry seasons. Short residence times were ob-
served in mid-seasons, dry and wet seasons.
They suggested that such results occurred
from interaction between river discharge vary-
ing seasonally and tidal force. This hypothesis
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needs proofing because the box model in that
study can not elucidate in details what is really
occurring or what are the actual factors gov-
erning the phenomenon. Therefore, we will cal-
culate the residence time of material in the
estuary in terms of passive tracer experiment
using POM to confirm the results of the previ-
ous study and to investigate the mechanism of
material transport in the Bangpakong estuary.

2. Field observations

Field observations in the Bangpakong estu-
ary were conducted four times according to
seasonal variation in river discharge presented
in BURANAPRATHEPRAT et al. (2002). They are
the dry season (5 and 7 April 2002), the transi-
tion period from dry to wet seasons (15-16
June 2002), the wet season (13-14 September
2002), and the transition period from wet to
dry seasons (13-14 December 2002). Figure 1
shows sampling stations (dots) covering the
entire estuary and a broken line in central part
of the area (B-stations) indicates stations for
vertical distributions. Salinity and tempera-
ture were measured from the sea surface to the
bottom every 0.5 meter using a CTD/STD me-
ter (Sensor Data model SD204). These data in-
cluding calculated density in terms of sigma-t
(o) are used to study the horizontal and verti-
cal distributions of these parameters in the es-
tuary. The observed salinity and temperature
are also employed in POM as computational in-
puts for the circulation and the tracer experi-
ment.

Seasonal variations in horizontal distribu-
tions of salinity, temperature and density at
the sea surface are illustrated in Fig. 2. Tempo-
ral changes in salinity and density depended on
the river discharge, while that in temperature
was not prominent because the area was lo-
cated in the tropical zone. The lowest sea sur-
face water temperature was around 28°C and
the highest was around 32°C in December and
June, which were wintertime and summertime,
respectively. Lowest salinity but highest gradi-
ent in sea surface salinity appeared in Septem-
ber while highest salinity but lowest gradient
occurred in April. The salinity distributions
also showed the penetration of fresh water into
the northwest of the area in April and June.

We can observe the plume obviously in April
when sea surface salinity is high in almost area
but low salinity emerges just in the northwest.
In December, the distribution of sea surface sa-
linity showed a plume of fresh water from the
Bangpakong river having trend to the west
more than to the south of the river mouth.

Seasonal variations in vertical distributions
of salinity and temperature along B-stations in
Fig. 1 are presented in Fig. 3. Vertical distribu-
tion of density is not shown because it varies in
the same way as that of salinity (Fig. 2). As a
result, the density variation will be discussed
from the salinity distribution. Temperature
near the river mouth at the sea surface was
higher than that near the sea boundary in all
seasons except December which was winter-
time. It might depend on the difference in tem-
perature between land and sea which was not
quite large and fresh water from land was a lit-
tle colder than outside seawater in wintertime.
Vertical distribution of salinity also showed
seasonal interaction of river water and
seawater. Seawater intruded into the river dur-
ing the time of low river discharge in April
causing high salinity near the river mouth. On
the other hand, salinity became much lower in
June and September when river discharge was
very large. In both seasons, fresh water from
the river floated over salty water while going
further from the river mouth to the sea which
was the major cause of stratification there. Sa-
linity gradient was largest in September due to
the largest magnitude of river discharge at this
time.

A scene of transition period from wet to dry
seasons appeared in the vertical distribution of
salinity in December when the river discharge
became smaller. Intrusion of fresh water from
another source outside the study area was also
observed in the vertical distribution of salinity
in April. When we consider with the horizontal
distributions of surface salinity and surface
density in April (Fig. 2), the contour line of 29
psu in Fig.3 suggests the fresh water intrusion
from the west.

3. Circulation model
The Princeton Ocean Model (POM) is applied
to calculate the 3-dimensional circulation of the
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Bangpaking estuary. The governing equations
of the model consist of conservation of mass,
momentum, salinity and temperature under
the hydrostatic and Boussinesq approxima-
tions written in a bottom-following, sigma co-
ordinate system (BALOTRO et al., 2002). The
model has a free surface and a split time step.
The external mode portion of the model is 2-
dimensional and uses a short time step based
on the Courant-Friedrichs-Levi (CFL) condi-
tion and the external wave speed. The internal
mode is 3-dimensional and uses a long time step
based on the CFL condition and the internal
wave speed (MELLOR, 1998). Vertical mixing
coefficient is calculated in an imbedded second
moment turbulence closure sub-model, while
the Smagorinski diffusivity equation is applied
for horizontal diffusivity. POM is a sigma co-
ordinate model in that the vertical coordinate is

scaled on the water column depth. Although
the horizontal grid uses curvilinear orthogonal
coordinates, it is easy for users to apply an-
other horizontal grid system such as orthogo-
nal and spherical coordinates. More details in
POM including mathematical description are
referred to BLUMBERG and MELLOR (1987), and
MELLOR (1998).

The estuary area is divided horizontally into
37X 37 grids in the spherical coordinate with
grid spacing 0.5 0.5 minutes in latitude and
longitude, respectively. The vertical domain is
divided into 10 o-levels with no logarithmic por-
tions. Bathymetry data of the Bangpakong es-
tuary are digitized from the navigation chart
produced by the Royal Thai Navy. Salinity and
temperature data from the observations are in-
terpolated horizontally using Gaussian inter-
polation and  vertically  using linear
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interpolation to fit all grid spacing of the com-
putational domain. Average discharge of the
Bangpakong river (Fig. 4b) conditioned at the
river boundary is from the study of
BURANAPRATHEPRAT et al. (2002), and the av-
erage wind velocity (Fig. 4a) is estimated from
that of BURANAPRATHEPRAT and BUNPAPONG
(1998), because the river discharge and wind
data in 2002 have not been published yet. As the
meteorological condition in 2002 was not un-
usual, the employing average river discharge
and wind data will not become a serious prob-
lem. Tidal stress calculation from tidal calcula-
tion (BURANAPRATHEPRAT et al., 2003) is also
included in this model.

Normal components of velocity to land
boundary are set to be zero while radiation con-
dition is assigned along open boundary in the
internal mode that is also used as boundary
condition along the open boundary for salinity
and temperature. Tidal force in terms of water
elevation along the open boundary is extracted
from computational results of a 2-dimensional
hydrodynamic model from the study of
BURANAPRATHEPRAT et al. (2003), and it is up-
dated in POM every external time step. The
model is operated in diagnostic mode called the
robust diagnostic mode where a damping term
is added to the conservation equations of tem-
perature and salinity. Please see more details in
BALOTRO et al. (2002). Seawater state is set at
rest at initial time of model operation (t = 0).
Time steps are 3 seconds and 45 seconds for the
external mode and the internal mode, respec-
tively. The model is forced by wind, tide and
river discharge from initial state until reaching
a quasi-steady state 30 days after the begin-
ning of calculation. Computed circulations
from 30 days to 60 days are averaged to present
the residual circulation of the estuary.

Seasonal variations in circulation of the estu-
ary at the sea surface (0.5 m), 5.0 m depth and
8.0 m depth are presented in Fig. 5a and 5b.
Wind driven current is predominant at the sea
surface and has a strong seasonal change while
tide-induced residual current influences over
entire water column. Current induced by river
discharge could be observed near the river
mouth during the time of relatively large dis-
charge especially in September. Surface current

is quite complicated and not so strong with a
tendency of flow into the river mouth following
wind direction in April. Many small and weak
eddies also appear throughout the area. At
5.0m and 8.0 m depths, two eddies, a clockwise
and an anti-clockwise, are generated near west
and south boundaries, respectively. Current in
these deeper layers inside the area is very weak
and tend to flow seaward in southwest direc-
tion.

Surface current seems very strong in June
(Fig. 5a lower panel) because wind speed is
strongest over other seasons during this time.
There is a strong flow coming into the area
through the north of west boundary being in
line with wind direction. This flow is then sepa-
rated into two parts; one moves directly fur-
ther into the inner estuary reaching the east
coast, while the other bends to the south and
flows out of the area through south boundary.
A weak outflow by the river discharge is ob-
servable at the east coast near the river mouth.
This river flow then converges with current
coming from the southwest which is supposed
to be a part of separated flows coming through
the west boundary. There is only an area in the
northern coast that current is very weak. A
clockwise eddy that used to emerge near west
boundary in deeper layers in April seems to
spread wider but an anti-clockwise one near
south boundary almost disappears and turns to
be a flow coming in from the east and going
out from the west of south boundary at 5.0 m
depth during this time. All eddies are combined
and transformed to be a meander starting near
the south boundary and ending at west bound-
ary at 8.0 m depth.

Surface current is still strong and moder-
ately complicated during the time of largest
river discharge in September (Fig. 5b upper
panel). The river outflow is strongest and den-
sity driven current could be clearly observed at
the river mouth. A strong clockwise gyre ap-
pears at the north of west boundary and an
anti-clockwise gyre arises at south boundary
near the east coast. Over all flowing pattern
has a trend of water coming in from west
boundary and going out the area from south
boundary. Two eddies near both open bounda-
ries like those in April also emerge in deeper
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Fig. 6. Initial position of particles (solid rectangu-
lar area) and the boundary for the tracer experi-
ment (screen area)

layers and near bottom water intrusion occurs
along the north and east coasts. Current pat-
terns at the sea surface in December (Fig. 5b
lower panel) have a trend to flow seaward from
the river mouth and move out through the mid-
dle of west boundary following the northeast
wind that occupies over the area during this
time. Eddies still appear along the open
boundaries but they are very much weaker
than those in September. Current patterns in
deeper layers are not so different from the pre-
vious season, that is, there are two eddies along
both open boundaries and intrusion of near
bottom water into the river mouth from mid-
area. Occurrence of the intrusion of near bot-
tom water in September is supposed to be a
part of density driven current because fresh
water discharge is very large during this time
while that in December should be occurred
from compensation process to the outflow sur-
face water from the river mouth to the sea.
Although the calculated currents are quite
strong especially near the open boundary, the
tracer experiment is still reliable because we fo-
cus our attention to the near field of river
mouth shown Fig. 6 where the effect of cur-
rents near the open boundaries is very small.

4. Passive tracer experiment
We also apply POM for a material transport

study in terms of the passive tracer experiment
using Euler-Largrange method (YANAGI, 1999
a). A passive tracer having no sinking speed is
initially spread into the computed current field
near the river mouth and then its spatial and
temporal distributions are calculated. The posi-
tion of tracer X,.. (x""', y*'', z2*') at time n+1,
which was X, (x", y", ") at time n, can be calcu-
lated by the following equations:

X, =X+ VAt+%(V V) VAL M

where V denotes the three-dimensional velocity
vector of residual flow, (At is the time step,
and V is horizontal gradient. The spherical co-
ordinate is used for the horizontal spatial de-
rivatives. Thus those terms in equation (1) are
transformed according to equations (2) and
(3) as following:

0 1 0

dx  acose OA’ @
0 _ 1 0

oy a0’ @

where a is average radius of the Earth (6.37X
10°m) ;¢ and A are latitude and longitude, re-
spectively.

A tracer module is added in the internal
mode of POM and solved at the same time of
the circulation and steps of the model operation
are also the same as that of the circulation
model. After all forces have been added and the
circulation reaches a quasi-steady state about
on 30 days, the tracers of 3,600 particles are
spread at the sea surface near the river mouth
(black square in Fig. 6) and then their move-
ments are tracked until they all move out of a
bounded area (screened area in Fig.6) or the
computational time is over on 60 days. It
should be noted here that computational
boundary of the tracer experiment is smaller
than that of the circulation as shown in Fig. 6.
The reason is that we intend to compare our re-
sults with those from the previous study by
BURANAPRATHEPRAT et al. (2002); therefore,
the experimental area is set to close to the area
in that study for equality in comparison. Resi-
dence time of the tracers will be derived from
temporal change in their remaining number in
the study area.
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In order to find out the seasonal variation in
average residence time of tracers in the area, a
technique described by TAKEOKA (1984) and
YANAGI (19992), which has been applied in the
studies of TAKEOKA and HasHiMOTO (1988),
BALOTRO et al. (2002), and BALOTRO et al.
(2003), is also applied in this study. We will in-
vestigate how the study area responses to the
instantaneous input provided in the area in
terms of the remnant function (r(¢)), which is
shown below.

r (=Rt /R(0), 4)

where R () and R (0) are the total number of
tracers existing in the study area at any given
time, and that in the initial time, respectively.
Then the average residence time of the tracer
(7,) can be calculated by time integrating the
results of the remnant function. That is

7, = /" r(odt. ®)

Seasonal variations in tracer distribution af-
ter spreading for 3 days, 5 days and 10 days are
illustrated in Fig. 7 in order to see enough
snapshots of their movement in the estuary. In
April, the tracers are little dispersed and shift
to the west of the river mouth on 3 days that
they also remain around there by closer to the
northern coast on 5 days. Most of them still
last near the river mouth but some row in east-
west along the north coast from the river
mouth to west boundary on 10 days. Different
scenes of the distribution are observed in June
which is the transition period from dry to wet
seasons. The particles move southwestward
with a little spreading from the river mouth to
mid-area from 3 days to 5 days. Instead of ac-
cumulation in a small area like in April, most
of them still remain but are spreaded widely in
almost entire the area on 10 days. Large river
discharge in September makes the tracers
widely disseminate and drives them out of the
estuary very rapidly. Therefore, the distribu-
tion on 3 days in the central area looks not so
thick because some particles have been moved
out through the sea boundaries already. They
are also spread widely but not many of them
are still left inside the area on 5 days; however,

rare numbers could be observed at the west of
northern coast on 10 days. Particles are lined
up in north-south in the mid-area on 3 days af-
ter releasing in December. Lower parts of this
particle stripe are transported out through
west boundary on 5 days and only small num-
bers with a few patches of them still suspend in
the west of the river mouth vicinity on 10 days.

Time series plots of the remnant functions
and calculated residence times of the tracers de-
rived from equations (4) and (5) are illustrated
in Fig. 8. Residence times are 29.1 days, 20.8
days, 6.0 days and 10.8 days in April, June,
September and December, respectively. Longest
residence time in April (29.1 days) occurs be-
cause of accumulation of the tracer with little
spreading at the north coast (Fig. 7) of the es-
tuary for a long time. The remnant function
curve in April also shows that all particles still
remain in the area until 17 days and then move
out very slowly with about 3,000 particles left
in the area at the end of calculation. In June,
particles are dispersed widely and gradually
transported out of the area starting from 5
days resulting in continually reduction in rate
of the remnant functions and turns its resi-
dence time (20.8 days) to be the second order
after that in April. Unlike the two previous
seasons, residence time of the tracer is very
short in September (6.0 days) because all parti-
cles are flooded out very rapidly by large river
discharge. This phenomenon agrees to sharply
reduction in the remnant function rate of
change (Fig. 8) and the value becomes zero just
on 15 days. However, although its rate of
change reduces very fast at first, the remnant
function in December still maintains itself in a
narrow range from 0.2 to 0.4 from 5 days until
the end of computation. This is the reason why
the residence time in this season (10.8 days) is
longer than that in September but shorter than
those in April and June.

5. Discussions

Influences of wind, tide, and river discharge
on circulation in the Bangpakong estuary vary
in spatial and temporal scale. Seasonal varia-
tions in surface circulations (Fig. 5a and 5b)
are mostly affected by wind and river discharge
while influence of tide could be observed in
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Fig. 8. Seasonal variations in the remnant function and average residence time of tracer.

entire water column. Surface current is quite
strong but not so complicated when wind speed
has strong power over other forces such as the
condition in June. On the other hand, when
there is not a force strong enough to govern
the entire area, the current patterns would be
complicated due to the interaction of all influ-
ences such as those in April, September and De-
cember. Permanent eddies, a clockwise and an
anti-clockwise along west and south bounda-
ries, respectively, in deeper layers are supposed
to be generated by tide which is not changed
seasonally. These results agree well with the
calculated residual current driven by tide and
wind in the study of BURANAPRATHEPRAT et al.
(2003) which shows that the current patterns
around that area do not quite change season-
ally.

Influences of wind and river discharge are
also observed in deeper layers when their influ-
ences are relatively strong. In June, for exam-
ple, the stronger and wider clockwise eddy and
the incomplete anti-clockwise one near south
boundary at 5.0 m depth, and also transform-
ing from eddies to a meander at 8.0 m depth are
supposed to be caused by strong wind during
that time. On the other hand, inflows of near
bottom water from the mid-area to the river

mouth in September suggest the occurrence of
density-driven current because the river dis-
charge is very large during that time. Alterna-
tive directions to the surface circulations of
near bottom flow when the discharges are
small may arise because of compensation proc-
ess.

Interaction between circulation (Fig. 5a and
5b), material distribution (Fig. 7), and its resi-
dence time is discussed.It is quite clear that sea-
sonal variations in wind driven circulation and
river discharge have influence to the material
distribution and also residence time. Longest
residence time of the tracer in April (29.3 days)
is controlled by moderate southwest winds
which generate landward current to the river
mouth at the same time of low river discharges.
Therefore, particles will be forced to remain
near the river mouth for a long time. In case of
June although wind directions are also almost
from the southwest, the residence time (20.4
days) becomes shorter than that in April be-
cause the discharge during this time is twelve-
times larger (10 m’/s and 120 m®/s in April and
June, respectively) and wind speed is stronger
(2.3 m/s and 3.8 m/s in April and June, respec-
tively). Instead of keeping particles inside the
area, strong wind driven current will disperse
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Fig. 9. Comparison of calculated residence times
from the tracer experiment (solid rectangular)
and box model analysis (solid triangle) with the
results from the study of BURANAPRATHEPRAT et
al., (2002) (solid circle and solid line).

them widely in a short period (Fig. 7). Conse-
quently, there is more opportunity that the
particles are not so difficult to be conveyed by
current out of the estuary.

The residence time of material is relatively
very short in September (6.0 days) because the
river discharge is extremely large even though
wind is landward to the river mouth at that
time, as a result the particles are flooded out in
a very short time. In December, although the
river discharge is very small (35 m’/s) but the
wind direction is seaward, the residence time
(10.8 days) is therefore longer than that in
September but shorter than those in April and
June. This phenomenon confirms that the river
discharge and wind speed play a significant
role in controlling residence time of materials
in the estuary. The influence of tide is not illus-
trated but should be noted here. The results of
model operation with tidal force suggest the
importance of tide that helps the material to
move out of the estuary in a short time com-
paring with the operation without it.

Results from the tracer experiment are com-
pared with those derived from a simple box
model based on the mass balance of salt using
the same salinity and river discharge data, and
from the study of BURANAPRATHEPRAT et al.
(2002) who also applied such a box model to in-
vestigate the residence time of fresh water in
the same study area. Boundary for the box
model analysis is assigned in the same way as
that used in the previous study for equality in
comparison. Please see more details of box
model calculation in GORDON et al. (1996),
YANAGI (1999b) or BURANAPRATHEPRAT et al.

(2002). All the results are plotted and illus-
trated in Fig. 9. Results of box model analysis
from this study which are 30.1 days, 11.7 days,
2.6 days and 5.7 days in April, June, September
and December, respectively, indicate the same
trend of seasonal variation in residence time to
those from the tracer experiment. This sug-
gests that the residence time of material based
on calculated circulation with the use of Euler-
Largrange method can reproduce the results
derived from the mass balance of salt. How-
ever, the results in every seasons from this
study also have the same trend as those from
the previous study except that in June. In this
study, the longest value appears in April while
that of the previous study emerges in June.
This suggests a possibility of year-to-year
variations of river discharge and/or wind. If
discharge is smaller and wind speed is weaker
in June of some year which is the transition pe-
riod from dry to wet seasons, the residence
time of material can become very long in the
same way as that in the previous study. It
should be noted here that the distinct charac-
teristics of computed material and fresh water
such as diffusion and dispersion properties
might result in the difference of calculated resi-
dence times from the tracer experiment and the
box model analysis.

Importance of the transition period when
DIN (dissolved inorganic nitrogen) and chloro-
phyll-a concentration are high, which was dis-
cussed in BURANAPRATHEPRAT et al. (2002),
still remains because not only residence time
but also the nutrient loading has to be consid-
ered. The rough multiplication of calculated
residence times from this study (29.1 days, 20.8
days, 6.0 days and 10.8 days in April, June,
September and December, respectively) and
DIN load estimated from the results presented
in BURANAPRATHEPRAT et al. (2002) (10 tons/-
month, 300 tons/month, 500 tons/month and
30 tons/month in dry season, transition period
from dry to wet seasons, wet season and tran-
sition period from wet to dry seasons, respec-
tively) also show highest concentrations of
DIN during the transition period between dry
and wet season. Therefore, the hypothesis that
eutrophication in this estuary is promoted dur-
ing this transition period is still reasonable.
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This study has made us to understand
clearer in physical processes in terms of water
circulation and a material transport. However,
we will also use an ecological model which con-
siders not only physical processes but also
biogeochemical processes to investigate the
mechanism of eutrophication phenomenon in
the Bangpakong estuary in the near future.

6. Conclusions

POM is applied for investigation the seasonal
variations in 3-dimensional circulation and
residence time of a tracer in the Bangpakong
estuary employing observed salinity and tem-
perature, average wind velocity, river dis-
charge, and calculated tidal elevation as
significant computational inputs. Wind driven
current is predominant and its magnitude is
large at the sea surface while tidal prevalence is
observed throughout the water column. Influ-
ence of river discharges as an outflow and den-
sity driven current are also observed near the
river mouth during wet season. The tracer ex-
periment indicates that tide plays an important
role to move material out of the estuary in a
short time. However, seasonal variation in resi-
dence time mainly depends on variations in
wind driven circulation and river discharge,
that is, it is longest in April and shortest in
September.
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Chlorophyll a and primary production in the
northwestern Pacific Ocean, July 1997

Akihiro SHIOMOTO", Shinji HASHIMOTO ™" and Takahiko KAMEDA™ "~

Abstract : Chlorophyll @ (Chl @) concentration and primary production were measured within
the euphotic zone which was defined as from the surface to a depth corresponding to 1% of the
surface light intensity (1% light depth), in the northwestern Pacific, July 1997. Stations were
divided into the Western Subarctic Gyre (WSG)and the Transition Domain (TD). The Chl a
concentrations ranged from 0.42 to 2.61 mg m * in the WSG (mean = standard error: 1.86=%
0.16 mg m *, n=16)and from 0.33 to 0.57 mg m * in the TD (0.42£0.01 mg m *, n=24). The
daily primary production integrated in the upper 1% light depth ranged from 910 to 2886 mgC
m *d ' in the WSG (1744 £ 459 mgC m *d ', n=4), and from 738 to 1629 mgC m *d ' in the
TD (1094 £ 152 mgCm *d ', n=6). The WSG in this study was on the relatively high side of
Chl a concentrations compared to previous studies in the western subarctic North Pacific dur-
ing summer season. Moreover, the relatively high Chl a-specific primary production (79.4 and
62.4 mgC (mgChl a) ' d"")was also observed compared with the values reported previously in
the western subarctic North Pacific in summer (<55 mgC (mgChl @) ' d '). Therefore
phytoplankton bloom may occur in the WSG in summer. It is possible that the rise in tempera-
ture in early summer is one of the factors for the occurrence of phytoplankton bloom in the
summertime WSG. While in the TD, the Chl a standing stocks integrated in the upper 1% light
depth were nearly equal between stations. However, the daily primary production tended to in-
crease in the southward direction. This trend could be attributed to an increase of the
phytoplankton growth rate due to the rise in temperature.

Keywords : chlorophyll a, primary production, Western Subarctic Gyre, summertime bloom

1. Introduction

The Alaskan Gyre (AG) is in the eastern
subarctic North Pacific and the Western
Subarctic Gyre (WSG) is in the west (e.g.
FAVORITE et al., 1976; Fig. 1). Many studies re-
garding chlorophyll a (Chl @) and primary
production have been carried out in the AG,
principally at or in the vicinity of station
P (50° N and 145° W) (e.g. PARSONS and
LavLLl, 1988; WELSCHMEYER et al., 1993; WONG
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et al., 1995; BoyD and HARRISON, 1999). In con-
trast, there has been very little information re-
garding Chl a concentration and primary
production in the WSG. Hence, SHIOMOTO et al.
(1998) measured Chl a concentration and pri-
mary production in July 1993 and 1994. They
observed summer phytoplankton bloom in 1993
(Chl a concentration: 6.95 mg m *; primary
production: 1050 mgC m * d ') for the first
time, but at only one station.

On the other hand, BANSE and ENGLISH
(1994, 1999) showed that phytoplankton pig-
ment levels are low during spring and summer,
and that autumn blooms occur in the WSG,
based on the Coastal Zone Color Scanner
(CZCS) data during 1978 through 1986. In con-
trast, recently SASAOKA et al. (2002) observed
an increase in Chl a concentration from sum-
mer in the WSG and maximum values in
autumn, based on Sea-viewing Wide Field-of-
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Fig. 1. Location of sampling stations in the northwestern subarctic Pacific in July 1997. Stations 1-4 and 5-11
were divided between the Western Subarctic Gyre and the Transition Domain, respectively. The vertical line
in the superimposed figure indicates the observation line in the present study.

view Sensor (SeaWiFS) data. This implies that
phytoplankton in the WSG set about blooming
in early summer.

Hence, to ascertain whether or not
phytoplankton bloom occurs in the summer-
time WSG, we measured Chl a concentration
and primary production in July 1997 at the
same stations as the observation stations of
SHIOMOTO et al. (1998). In this paper, we sug-
gest that phytoplankton in the WSG set to
their bloom in summer. We, furthermore, refer
to the characteristics of Chl a and primary

production in the Transition Domain (TD) lo-
cated just south of the WSG (e.g. FAVORITE et
al., 1976; Fig. 1).

2. Materials and methods

This study was conducted during cruises of
the R/V Hokko Maru belonging to the Hok-
kaido National Fisheries Institute in July1997.
Stations were located every 1° between 41° N
and 51° N along 165° E (Fig. 1).

Seawater samples were collected at 2 a.m.
from four depths corresponding to 100, 30, 10
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and 1% of the surface light intensity (hereinaf-
ter e.g. 30% light depth) except 45° N (station
7), using acid-cleaned 30-1 Niskin PVC sam-
plers with Teflon-coated steel springs hung on
a stainless-steel wire. Determination of the
four light depths was done past noon the day
before the collection of seawater samples with a
27 quantum sensor (LI-COR 192SA). The wa-
ter samples were immediately sieved through a
200 ¢ m mesh plankton net to remove large-
sized zooplankton, and transferred into acid-
cleaned 1-1 polycarbonate bottles. The seawater
in the bottles was spiked with NaH'’CO’
(Shoko Co., Ltd., Tokyo). The “C enrichment
was about 10% of the total inorganic carbon in
the ambient water. Two light bottles were used
for each light depth. Dark bottle uptake is
similar to the zero-time blank for the “C tech-
nique and thus dark uptake was not measured
(SHIOMOTO et al., 1998). Incubation experi-
ments were begun within 1 hr of sample collec-
tion. Bottles with seawater samples inoculated
with "C were held in a deck incubator during
about 24-hr incubations in a range of
irradiances corresponding to the depths at
which the samples were taken, using black
mesh screens. Constant temperature was main-
tained with continuous flowing surface
seawater. The experiments were terminated by
filtering the samples onto precombusted (450
°C for 4 hr) 47 mm Whatman GF/F filters. The
filters were rinsed with prefiltered seawater
and then immediately frozen at —20°C and
stored until isotope analysis later on land. Af-
ter the filters were treated with HCI fumes for
4 hr to remove inorganic carbon, they were
completely dried in a vacuum desiccator. The
isotopic ratios of C to C and particulate or-
ganic carbon were determined using a mass
spectrometer (ANCA SL, PDZ Europa). The
total carbonate in the seawater was measured
with a Shimadzu TOC 5000 infrared analyzer.
Primary production was calculated according
to the equation described by HAMA et al.
(1983). The primary production values ob-
tained in the two bottles were averaged.

We used on-deck incubations and neutral
density filters (black mesh screen) to attenuate
the light intensity. The discrepancy between
the primary production obtained by the

simulated in situ method using the black mesh
screen and that obtained by the in situ method
at the 100, 30, 10 and 2% light depths was de-
termined, by using samples collected in the
springtime western subarctic North Pacific
(SHIOMOTO et al., 1998). The primary produc-
tion obtained was multiplied by factors of 1.3
at the 30% light depth and 2.4 at the 10% light
depth. The value at the 1% light depth was
multiplied by a factor of 2.3 which was ob-
tained at the 2% light depth. The primary pro-
duction values given in the present study are
therefore considered net daily primary produc-
tion by the in situ method.

Daily primary production in the subarctic
North Pacific was estimated by integrating
from the surface to the 0.2-1.7% light depth
(WELSCHMEYER et al., 1993; WONG et al., 1995;
SHIOMOTO et al., 1998). Hence, the daily pri-
mary production integrated from the surface
to the 0.2% light depth was calculated by ex-
trapolation, assuming that primary production
decreases exponentially with depth (see
SHIOMOTO et al., 1998 for detail).

Chl a concentrations were measured by
fluorometry (PARSONS et al., 1984). Chl a was
determined in samples (0.5 1) filtered through
47 mm Whatman GF/F filters. The filters were
then stored frozen at —20°C until analysis
ashore. Pigments were extracted in 90% ace-
tone and the fluorescence was measured with a
Hitachi F-2000 fluorophotometer. Calibration
of the fluorophotometer was performed with
commercially prepared Chl a from Wako Pure
Chemical Industries, Ltd. (Tokyo).

Nitrite + nitrate, silicate and phosphate con-
centrations were measured with a Bran and
Luebbe Auto Analyzer Traacs 800 after storage
at —20°C. Surface temperature and salinity
were measured with a thermometer and an
Auto Lab salinometer, respectively. Subsurface
temperature and salinity were measured with a
Neil Brown Mark IIIB CTD.

3. Results
3.1 Physical and chemical description

The WSG is located just north of the TD in
the northwestern Pacific Ocean (FAVORITE et
al., 1976). The southern and northern bounda-
ries of the TD are bordered by the Subarctic
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Fig. 2. Vertical sections of (a) temperature, (b) salinity and (c) sigma-t shallower than 200 m.
Solid circles indicate the depths of the euphotic zone(1% light depth).
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Fig. 3. Vertical profiles of nitrite + nitrate (NO. + NO,), silicate (Si(OH),) and phosphate (PO.)
concentrations within the euphotic zone. Samples were collected at 100, 30, 10 and 1% light
depths. Stations 1-4 and 5-11 were located in the Western Subarctic Gyre and the Transition Do-
main, respectively.
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Fig. 4. Vertical profiles of chlorophyll a concentration within the euphotic zone. Samples were col-
lected at 100, 30, 10 and 1% light depths. Stations 1-4 and 5-11 were located in the Western
Subarctic Gyre and the Transition Domain, respectively.
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Boundary, denoted as a vertical 34.0 psu
isohaline in the upper layer, and by cold water
of less than 4°C below 100 m, respectively
(FAVORITE et al., 1976). In this study, salinity
of 34.0 psu was not observed in the upper 200 m
(Fig. 2 (b) ). The salinity in the upper layer in-
creases southward and salinity of 34.0 psu is
observed around 40° N (e.g. FAVORITE et al.,
1976). The latitude of station 11 was 41° N,
and the salinity within the euphotic zone was
33.2-33.9 psu at the stations (Fig. 2 (b) ). Sa-
linity of 34.0 psu (the Subarctic Boundary)
should have been to the south of station 11.
Based on the vertical sections of temperature
and salinity (Fig. 2 (a), (b) ) and the defini-
tion for the WSG and TD, stations 1-4 and 5-11
were thus divided into the WSG and the TD, re-
spectively. Cold water of <4°C at around 100 m
was observed even at station 6 (Fig. 2 (a) ).
The TD is also characterized by a lower Chl a
concentration compared with its northern and
southern regions (SHIOMOTO et al., 1999). The
Chl a concentrations in the upper 1% light
depth at station 6 were lower than most of the
Chl a concentrations at stations 1-4, and al-
most equal to the Chl a concentrations at sta-
tions 5 and 8-11 (Fig. 4). Accordingly, stations
6 was divided into the TD.

The euphotic zone (1% light depth) was 30—
45 m deep in the WSG and 50-70 m deep in the
TD. The temperatures and salinity within the
euphotic zone were mostly in the 6 to 7°C level
and in the 32.8 psu level, respectively, at every
station in the WSG (Fig. 2 (a), (b) ). The tem-
perature and salinity within the euphotic zone
were nearly uniform throughout the WSG. The
values of the temperature and salinity were
within the range of those (temperature: 3-8C;
salinity 32.8-33.2 psu) in the upper layers of
the summertime WSG reported by FAVORITE et
al. (1976). In the TD, the temperatures within
the euphotic zone increased southward rapidly
at or near the surface, whereas the tempera-
ture increased slowly from stations 5 to 10 and
rapidly at station 11 around the bottom of the
euphotic zone. The salinity within the euphotic
zone was nearly uniform at each station except
station 11 where the salinity increased mark-
edly with depth. The depths of the euphotic
zone were nearly equal to the depths of the

pycnocline at all stations (Fig. 2 (c) ).

Nutrient concentrations were mostly nearly
uniform within the euphotic zone (Fig. 3). The
concentrations were 15-20 g mol 1 ' for nitrite
+ nitrate, 30-43 £ mol 17" for silicate and 1.5-2.0
«mol 17" for phosphate in the WSG, and 8-17
tmol 17! for nitrite + nitrate, 1532 yumol 1°*
for silicate and 0.8-1.7 £ mol 17" for phosphate
in the TD. The result indicates that these nutri-
ents were not limited for phytoplankton within
the euphotic zone.

3.2 Chlorophyll a

Chl a concentrations in the upper 1% light
depth ranged from 0.42 to 2.61 mg m ° in the
WSG and from 0.33 to 0.57 mg m ° in the TD
(Fig. 4). The Chl a concentrations were nearly
equal in the upper 10% light depth and rapidly
decreased at the 1% light depth at every station
in the WSG. In contrast, the Chl a concentra-
tions were nearly uniform within the euphotic
zone at every station in the TD. The mean =+
standard error (SE) was 1.86 = 0.16 mg m *
(n=16) in the WSG and 0.42 = 0.01 mg m °
(n=24) in the TD. The mean value in the WSG
was 4.4 times higher than that in the TD.

The Chl a standing stock, calculated by
trapezoidal integration from the surface to the
1% light depth, was in the range of 54 and 65
mg m *in the WSG and in the range of 23 and
28 mg m “in the TD (Table 1). The mean * SE
of Chl a standing stock was 58 = 3 mg m *
(n=4) in the WSG and 25 = 1 mg m * (n="6)
in the TD. The mean value in the WSG was 2.3
times higher than that in the TD.

3.3 Primary production

Primary production in the upper 1% light
depth ranged from 0.3 to 155.6 mgC m *d 'in
the WSG and from 0.1 to 78.5 mgC m *d 'in
the TD (Fig. 5). In the WSG, the primary pro-
duction was maximum at the 10% light depth
at stations 1 and 2, and at the 30% light depth
at station 3, whereas primary production was
nearly equal in the upper 10% light depth and
rapidly decreased at the 1% light depth at sta-
tion 4. In the TD, primary production tended to
decrease with depth, though the maximum
value was observed at the 30% light depth at
stations 5 and 6. In general, the vertical profiles
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Fig. 5. Vertical profiles of primary production within the euphotic zone. Samples were collected at
100, 30, 10 and 1% light depths. The data at the 10% light depth at station 3 was missed. Sta-
tions 1-4 and 5-11 were located in the Western Subarctic Gyre and the Transition Domain, re-

spectively.

of primary production were not the same as
those of Chl a concentration. The mean = SE
was 46.7 = 12.4 mgC m * d ' (n=15) in the
WSG and 23.3 £ 4.6 mgCm *d ' (n=24) in the
TD. The mean value in the WSG was 2 times
higher than that in the TD.

The daily primary production, calculated by
trapezoidal integration from the surface to the
1% light depth, was in the range of 910 and
2886 mgC m *d ' in the WSG and in the range
of 738 and 1629 mgC m *d ' in the TD (Table
1). The mean £ SE of daily primary produc-
tion was 1744 = 459 mgC m *d ' (n=4) in the
WSG and 1094 = 152 mgCm *d ' (n=6) in the
TD. The mean value in the WSG was 1.6 times
higher than that in the TD. In addition, the
daily primary production integrated in the up-
per 0.2% light depth was estimated. The values
were in the range of 936 and 2901 mgC m *d '
in the WSG and the range of 751 and 1689 mgC
m *d 'in the TD (Table 1). The mean * SE of
daily primary production was 1759 = 456 mgC
m *d 'in the WSG and 1111 £ 157 mgC m *
d™"'in the TD.

3.4 Chl a-specific primary production

Chl a-specific primary production in the up-
per 1% light depth ranged from 0.3 to 79.4 mgC
(mgChl @) ' d' in the WSG and from 0.3 to
187.0 mgC (mgChl @) ' d 'in the TD (Fig. 6).
The vertical profiles of Chl a-specific primary
production were the same as those of primary
production. The mean = SE was 23.2 £ 6.0
mgC (mgChl @) 'd ' (n=15) in the WSG and
57.9 = 10.8 mgC (mgChl @) 'd ' (n=24) in the
TD. The mean value in the WSG was 2.5 times
lower than that in the TD.

4. Discussion
4.1 Bloom in the WSG

The Chl a-specific primary production at the
10% light depth of stations 1 and 2 (79.4 and
62.4 mgC (mgChl @) ' d'; Fig. 6) where rela-
tively high daily primary production was ob-
served was greater than the remaining values
in the present study and the values reported in
1993 and 1994 in the WSG (less than 50 mgC
(mgChl @) ' d'; SHIOMOTO et al., 1998).
Moreover, the relatively high Chl a-specific pri-
mary production in this study exceeded the
summer values in the western subarctic North
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Vertical profiles of Chl a-specific primary production within the euphotic zone. Samples

were collected at 100, 30, 10 and 1% light depths. The data at the 10% light depth at station 3
was missed. Stations 1-4 and 5-11 were located in the Western Subarctic Gyre and the Transi-

tion Domain, respectively.

Pacific in other studies (maximum: 55 mgC
(mgChl @) ' d '; TANIGUCHI and KAWAMURA,
1972; KASAIL et al., 1998; Suiomoro, 2000; IMAT et
al., 2002). Chl a-specific primary production is
an index of the phytoplankton growth rate
(e.g. LALLI and PARSONS, 1995). Thus, rela-
tively high Chl a-specific primary production
means an increase in the phytoplankton
growth rate. On the other hand, the Chl a con-
centrations within the euphotic zone were
mostly more than 1 mg m * in the WSG (Fig.
4). In the summer season, the Chl @ concentra-
tions more than 1 mg m * have been observed
rarely in the oceanic region of western
subarctic  North  Pacific on shipboard
(ANDERSON and MUNSON, 1972; ODATE and
Furuya, 1995; ODATE, 1996; SHIOMOTO et al.,
1998; OBAYASHI et al., 2001; IMATI et al., 2002)
and satellite observations (BANSE and ENGLISH,
1994, 1999; SASAOKA et al., 2002). Thus, the Chl
a concentrations in the WSG in this study are
on the relatively high side of Chl a concentra-
tions in the summertime western subarctic
North  Pacificc  An increase in the
phytoplankton growth rate precedes an in-
crease in the phytoplankton biomass in the

process of phytoplankton proliferation (e.g.
SPENCER, 1954). Accordingly, phytoplankton at
the subsurface at stations 1 and 2 were consid-
ered to be in the early stage of bloom.

The relatively high Chl a concentration and
an increase in Chl a concentration were ob-
served in the summertime WSG (SHIOMOTO et
al., 1998; SASAOKA et al., 2002). Based on the
results in this study and the previous studies,
phytoplankton bloom may occur in the WSG in
summer.

SASAOKA et al. (2002) suggest that the rise
in temperature is one in the factors causing an
increase in Chl a concentration from summer
and maximum values in autumn in the WSG,
because, in the WSG, the sea surface tempera-
ture rises remarkably in early summer, reach-
ing the maximum in late summer and autumn
(DODIMEAD et al., 1963; ANONYMOUs, 1993;
SASAOKA et al., 2002), and an increase of tem-
perature causes an increase of  the
phytoplankton growth rate (e.g. EPPLEY,
1972). The relatively high Chl a-specific pri-
mary production obtained in this study sup-
ports their idea regarding the increase in
phytoplankton from summer. It is possible
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Table 1. Primary production (production) and chlorophyll a (chl @) integrated in the upper 1% light depth and
0.2% light depth in the Western Subarctic Gyre (WSG) and the Transition Domain (TD) in July 1997.

Integration depth Production Chl a
Region Station (%) (m) (mgCm > d ™Y (mg m ™)
WSG 1 1 33 2886 54
0.2 44 2901 (n=2)
2 1 30 2079 55
0.2 41 2081 n=2)
3 1 28 910° 65
0.2 33 936 (n=2)"
4 1 44 1102 57
0.2 60 1117 (n=2)
TD 5 1 70 782 28
0.2 91 785 (r*=0.95, n=3)
6 1 56 738 23
0.2 81 751 (r’=0.93, n=3)
8 1 55 801 25
0.2 68 812 (r*=0.95, n=4)
9 1 58 1239 23
0.2 86 1253 *=0.97, n=4)
10 1 50 1374 23
0.2 73 1394 (r*=0.97, n=4)
11 1 60 1629 25
0.2 81 1669 (r*=0.99, n=4)

The values were estimated by trapezoidal integration. r’: the coefficient of determination when primary
production(mgCm * d "at the 100, 30, 10 and 1% light depths is applied to the exponential equation for
extimation of the primary production at the 0.2% light depth. n: the number of data when the primary produc-
tion in the upper 1% light depth is applied to the exponential equation. The exponential equation was adjusted
by using the values at the 10 and 1% light depths in case of n=2, those at the 30, 10 and 1% light depths in case
of n=3 and those at the 100, 30, 10 and 1% light depths in case of n=4. “Primary production integrated in the
upper 1% light depth was calculated by using the primary production at the 100, 30 and 1% light depths. "Fitting
of the exponential equation was done by using the primary production at the 30 and 1% light depths.

that the rise in temperature in early summer is
one of the factors for the occurrence of
phytoplankton bloom in the summertime WSG.

The temperatures in the upper layer were al-
most equal at stations 14 (Fig. 2 (a) ). Ac-
cordingly, the relatively high Chl a- specific
primary production should have also been ob-
served at stations 3 and 4. However, relatively
high values were not obtained at those sta-
tions. The Chl a concentrations at station 3
were nearly equal to those at stations 1 and 2,
and the Chl a concentrations at station 4 were
somewhat lower than those at stations 1 and 2
(Fig. 4). The nutrient concentrations in the up-
per 10% light depth, where relatively active
primary production was observed (Fig. 5),
were somewhat lower at stations 3 and 4 than
at stations 1 and 2 (Fig. 3). These facts imply
that the phytoplankton at stations 3 and 4
were in the late stage of bloom when the

growth rate of phytoplankton is considered to
diminish.

Relatively high Chl a-specific primary pro-
duction was observed at the subsurface a sta-
tions 1 and 2 (Fig. 6). In the subarctic North
Pacific, solar radiation increases from spring
and is maximum in summer (e.g. CAMPBELL
and AARUP, 1989; WELSCHMEYER et al., 1995). It
is well known that the phytoplankton commu-
nity suffers from photoinhibition at high light
intensity (e.g. ARUGA and MoNsI, 1962; PLATT
et al., 1980; WELSCHMEYER et al., 1993). These
imply a high frequency of photoinhibition in
the surface waters during spring and summer.
The relatively high Chl a-specific primary pro-
duction at the subsurface can be thus attrib-
uted to photoinhibition at the surface. The
phytoplankton bloom in the WSG possibly de-
velops at the subsurface, because of avoidance
of photoinhibition.
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4.2 Characteristics in the TD

The daily primary production in the WSG
was roughly equal to that in the TD in the
summer season, whereas the Chl a concentra-
tion and standing stock tended to be higher in
the WSG than in the TD (SHIOMOTO et al.,
1998). In this study, the daily primary produc-
tion was higher at stations 1 and 2 in the WSG
than in those in the TD, whereas the values at
stations 3 and 4 were within the range of the
values in the TD (Table 1). The Chl @ concen-
tration and standing stock were substantially
higher in the WSG than in the TD (Fig. 5; Ta-
ble 1). Stations 1 and 2 were considered to be in
the early stage of bloom, and stations 3 and 4
in the late stage of it. Accordingly, primary
production and phytoplankton biomass in the
TD are possibly characterized by the following
in the summer season. Ordinarily, there is no
substantial difference between the daily pri-
mary production in the TD and in the WSG,
whereas the value is lower in the TD than in
the WSG in the early stage of the WSG bloom.
In contrast, phytoplankton biomass always has
a tendency to be lower in the TD than in the
WSG. SHIOMOTO et al. (1999) suggested an in-
tense grazing effect by zooplankton to explain
the low Chl a concentration in the TD.

The Chl a standing stocks were nearly equal
between stations in the TD, whereas the daily
primary production tended to increase south-
ward (Table 1). The southward increase of the
daily primary production can thus be attrib-
uted to an increase of Chl a-specific primary
production, i.e., the phytoplankton growth
rate. Southward increasing trends can be also
found for the daily primary production and Chl
a-specific primary production in the previous
shipboard observation in 1994 (SHIOMOTO et
al., 1998). According to EppLEY (1972), the
phytoplankton growth rate increases in pro-
portion to temperature. Southward increase
in the temperature in the upper mixed layer,
i.e., within the euphotic zone, is evident in the
TD in all seasons (DODIMEAD et al., 1963;
FAVORITE et al., 1976). Accordingly, a south-
ward increasing trend in the phytoplankton
growth rate and hence daily primary produc-
tion are necessarily expected throughout the

four seasons in the TD.
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Size-fractionated chlorophyll a concentration at the surface
in the offshore subarctic North Pacific in summer 2000
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Abstract : Small-sized phytoplankton, <2 or 2-10 £ m fraction, significantly contributed to the
total chlorophyll @ (chl @) concentration at all stations. Each fraction accounted for 35-71% of
the total, and the sum of both fractions accounted for 67-93% of the total. Nevertheless, large-

sized phytoplankton, >10 ¢z m fraction, as well as the small-sized phytoplankton contributed to

the relatively high total chl a concentration of = 1 mgm~

* accounting for about 30% of the to-

tal, in case of much influence of near-shore water.

Keywords :
North Pacific, summer

1. Introduction

From studies of size-fractionated chlorophyll
a (chl a) in the subarctic North Pacific
(ODATE and MaITa, 1988/89; YAMAMOTO and
TaNiGucHr, 1993; ODATE, 1996; SHIOMOTO et al.,
1999; BoyDp and HARRISON, 1999; HASHIMOTO
and SHIOMOTO, 2002; IMAI et al., 2002), it
gradually emerged that ordinarily small-sized
phytoplankton (<5 g m fraction) contribute
to total chl @ concentration, whereas in case of
total chl @ concentrations exceeding 1 mg m
large-sized phytoplankton (>10 #m fraction)
contribute to total chl a concentration. How-
ever, information regarding the circumstances
of the contribution of large-sized and small-
sized phytoplankton in the subarctic North Pa-
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size — fractionated chlorophyll a ,

large —sized phytoplankton, offshore subarctic

cific Ocean is currently far from sufficient.
Hence, we investigated size-fractionated chl a
concentrations in the offshore subarctic North
Pacific in late summer 2000.

2. Materials and methods

This study was conducted during a cruise of
the R/V Kurosaki (450t) between 30 August
and 9 September 2000. Stations were located be-
tween 165°E and 145° W along 48°N (Fig. 1).
Seawater samples were collected from the sur-
face by acid-cleaned plastic bucket. Separate
surface seawater samples (1 liter) were filtered
through Nuclepore filters with pore sizes of 10
vm (>10 um fraction) and 2um (>2um
fraction), and a Whatman GF/F (ca. 0.7 ¢ m
pore size: total), in order to determine chl a
concentrations of the >10 #m, 2-10 # m and
<2 pum fractions as well as total. The filters
were stored frozen at —20°C until analysis on
land. Chl a concentrations were determined
with a Hitachi F-2000 fluoro-photometer ac-
cording to PARSONS et al. (1984) for samples
extracted with 90% acetone. Calibration of the
fluoro-photometer was performed with a com-
mercially prepared chl a standard obtained
from Wako Pure Chemical Industries, Ltd.
(Tokyo).
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Fig. 1 Location of sampling stations in
the subarctic North Pacific between
30 August and 9 September 2000.
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Fig. 2 Variations of (a) temperature
(°C), (b) salinity (psu), (c) nitrite +
nitrate (NO; +NO; ) and silicate
(Si(OH),) concentrations (u M) at
the surface.

Temperature and salinity were measured

with

a thermometer and a Guildline

AUTOSAL, respectively. Nitrite + nitrate and
silicate concentrations were measured with a
Bran and Luebbe Auto Analyser Traacs 800 af-
ter storage at —20°C.

3. Results and discussion

Surface temperatures were nearly uniform
between Stations 1 and 9, and tended to in-
crease after Station 10 (Fig. 2a). Surface salin-
ity was nearly uniform between Stations 1 and
8, and decreased markedly after Station 9 (Fig.
2b). Salinity increased again at Station 15 and
was nearly uniform after that station. Less sa-
line water with salinity of <32.5 psu was ob-
served between Stations 10 and 14, and a
minimum value of 32.28 psu was observed at
Station 14.

Both nitrite + nitrate and silicate concentra-
tions tended to decrease from Stations 1 to 19
(Fig. 2¢). However, the decrease in the concen-
tration was steeper in silicate than in nitrite +
nitrate between Stations 1 and 12. The silicate
concentrations were lower than the nitrite + ni-
trate concentrations between Stations 12 and
18.

Total chl a concentrations ranged from 0.32
to 1.32 mg m * (Fig. 3a). Concentrations of =
1 mg m * were observed at Stations 1, 9, 11, 12
and 14. Although the percentage contribution
of the <2 or 2-10 £ m fraction (small-sized
phytoplankton) to the biomass of the phyto-
plankton community was highest at all five
stations, the contribution of the >10 ¢ m frac-
tion (large-sized phytoplankton) to the
biomass differed between the five stations (Fig.
3b). The contribution of large-sized phyto-
plankton was relatively high at Stations 11, 12
and 14, and low at Station 1. The chl a concen-
trations of the total, the <2 ¢ m fraction and
the 2-10 £ m fraction showed 1.3-fold, 1.6-fold
and 1.4-fold changes, respectively, between the
five stations, whereas the concentration of the
>10 £ m fraction showed 5.5-fold change. The
different contributions of large-sized phyto-
plankton between the five stations can be thus
attributed to different chl a concentrations of
large-sized phytoplankton. Consequently, for
phytoplankton communities with the relatively
high chl a concentration, even if the total
phytoplankton  biomass is equal, the
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tions to total chlorophyll a concen-
tration at the surface.

contribution of various-sized phytoplankton,
especially the large-sized, may differ between
the communities, implying a different species
composition of phytoplankton between the
communities.

Stations 11, 12 and 14 with relatively high chl
a concentrations of the >10 zm cell size coin-
cided with the less saline water (Figs 2b and 3).
A significant negative relationship was ob-
served between chl a concentrations of the
>10 £ m and 2-10 g m fractions and salinity,
but not for the <2 um fraction (Fig. 4). This
means that the near-shore water has an effect
in particular on large-sized phytoplankton in
the offshore area, but little effect on small-
sized phytoplankton.

In the North Pacific, the Subarctic Current
flows eastward between 40°N and 50°N east of
165°E, and the Alaskan Stream flows westward
north of the Subarctic Current along the Aleu-
tian Islands (e.g., FAVORITE et al., 1976).
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Fig.4 Relationships between salinity (psu) and
chlorophyll a concentrations (mg m *) of
the >10um, 2-10 um and <2 pum fractions
at the surface. The Spearman rank correla-
tion coefficient (rs) is —0.66 (p<0.01) for
the >10 £ m fraction, —0.49 (p<0.05) for
the 2-10 #m fraction and —0.23 (p>0.3) for
the <2 ¢ m fraction.

Southward branches from the Alaskan Stream
have been observed to flow into the Subarctic
Current west of 155°W (THOMSON, 1972; REED,
1984; REED and STABENO, 1994; BOGRAD et al.,
1999). Salinity in the upper waters decreases
from the offshore area to the near-shore area
in the subarctic North Pacific (DODIMEAD et al.,
1963; FAVORITE et al., 1976). The low saline
water between Stations 10-14 can be thus at-
tributed to the southward branches of the
Alaskan Stream. Consequently, large-sized
phytoplankton in the less saline water can be
generated in the near-shore area and carried
into the offshore area by the southward
branches of the Alaskan Stream.
Concentrations of nitrite + nitrate and sili-
cate in the less saline water (Stations 10-14)
were mostly less than 10 z M and 5 u M, respec-
tively (Fig. 2c). The concentration ratios of ni-
trite + nitrate to silicate of less than 1 were
observed in the less saline water (Stations 12-
14). In contrast, concentrations of nitrite + ni-
trate and silicate were 10-15 « M and 20-30 u
M at the surface in the Alaskan Stream in
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summer 2000 (data between 50-51° N along
180° and 165°W in June 2000; ANONYMOUS,
2001). Concentration ratios at the surface were
within the range of 1 and 2 (ANONYMOUS,
2001). The concentrations and ratios are judged
to be lower in the less saline water than in the
source water (the Alaskan Stream). The low
concentration ratios as well as the low concen-
trations in the less saline water are considered
to be a result of the active uptake of nutrients,
especially silicate, implying abundant diatoms.
Relatively high chl a concentrations of large-
sized phytoplankton at Stations 11, 12 and 14
can thus be attributed to diatoms in the near-
shore area.
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Information for Contributors

. The scientific journal,"La mer," the official organ of Japanese-French Oceanographic Society (JFOS), is pub-

lished quarterly. "La mer" is open to all researchers in oceanography, fisheries and related sciences in the
world. The journal is devoted to the publication of original articles, short contributions, reviews, book re-
views, and information in oceanography, fisheries and related fields. Submission of a manuscript will imply
that it has not been published or accepted for publication elsewhere. The editorial board decides the acceptance
of the manuscript on the basis of peer-reviews and is responsible for its final editing. The Society reserves the
copyright of all articles in the Journal.

. Submission: Manuscripts must be written in French, English or Japanese. Authors are requested to submit

their original manuscript and figures with one copy to the Editor in chief.

. Publication charges: Each accepted article is charged 50,000 yen for publication. For members, there will be no

page charge for less than ten printed pages, and 10,000 yen will be charged per page for the excess, except for
color pages. For nonmembers there is a publication charge of 10,000 yen per printed page except for color
pages. Color illustrations will be provided at cost.

. Proofs and reprints: Fifty reprints of each article will be provided free of charge. Additional reprints can be

provided in blocks of 50 copies. Proofs will be sent to the corresponding author. A reprint order form will be
sent with the proofs.

. Manuscripts should be sent to

Editor in Chief of "La mer"
Jiro Yoshida
Department of Ocean Sciences
Tokyo University of Marine Science and Technology
Konan, Minato-Ku, Tokyo, Japan 108-8477.
Jiroy@s.kaiyodai.ac.jp

Manuscript Preparation

. General

1) Manuscripts must be typed with double-spacing on one side of A4 size white paper with wide margins.

2) Figures, tables, and figure captions should be prepared separate from the main text.

3) Authors should submit an electronic copy of their paper with the final version of the manuscript. The elec-
tronic copy should match the hardcopy exactly and should be stored in CD-R/W or FD. MS-WORD (Win-
dows) and PDF formats are accepted.

. Details

1) The first page of the manuscript should include the title, author's full names and affiliations including Fax
numbers and E-mail addresses. The corresponding author should be designated. Key words (up to four
words) and running head should be written at the bottom of the page.

2) An abstract of 200 words or less in English or French should be on the second page.

3) The main text should start on the third page. Please adhere to the following order of presentation: main
text, acknowledgements, appendices, references, figure captions, tables. All pages except the first page must
be numbered in sequence.

4) Mathematical formulae should be written with a wide space above and below each line. Syst e me Interna-
tional (SI) units and symbols are preferred.

5) All references quoted in the text should be listed separately in alphabetical order according to the first
author's last name. Citations must be complete according to the following examples:

Article: Yanacr, T. T. Takao and A.Morimvoro (1997): Co-tidal and co-range charts in the South China Sea
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derived from satellite altimetry data. La mer, 35, 85-93.

Chapter: WyNNE, M.J. (1981): Pheaophyta: Morphology and classification. In the Biology of Seaweeds.
LoBBaN, C.S. and M. J. WyNNE (eds.), Blackwell Science, Oxford, p. 52-85.

Book: SVERDRUP, H. U., M. W. JonnsoN and R. H. FLEMING (1942): The Oceans: Their Physics, Chemistry and
General Biology. Prentice-Hall, Englewood Cliffs, New York, 1087pp.

6) Illustrations: All illustrations should be provided in camera-ready form, suitable for reproduction (which
may include reduction) without retouching. Photographs, charts and diagrams are all to be referred to as
"Fig(s)." and should be numbered consecutively in the order to which they are referred. They should accom-
pany the manuscript, but should not be included within the text. All figures should be clearly marked on the
back with the figure number and the author's name. All figures are to have a caption. Captions should be
supplied on a separate sheet.

T) Photographs: Original photographs must be supplied as they are to be reproduced (e.g. black and white or
color). If necessary, a scale should be marked on the photograph. Please note that photocopies of photo-
graphs are not acceptable. Half-tone illustrations should be kept to a minimum.

8) Color illustrations: The printing cost of color illustrations must be borne by authors or their institution.
Authors will receive information about the cost on acceptance of the manuscript.

9) Tables: Tables should be numbered consecutively and given a suitable caption on top and each table typed
on a separate sheet.
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